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Abstract

In modern communication systems, interference management is crucial in recovering desired

target signals corrupted by the channel from various unknown interference and noise.

In radio-frequency (RF) spectral interference problems in wireless communication, interference-

tolerant RF front-end receiver design is becoming increasingly challenging, as modern wireless

devices have to support many frequency bands with numerous front-end switches and costly

acoustic filters. Since acoustic filters are mostly not tunable, O(K) acoustic filters are needed

to cover K bands with switches to select the right filters. On top of that, the cost and size of

next-generation RF front-ends are further stressed by the new trends in multi-in-multi-out

(MIMO), broadband, and dynamic spectrum access which exacerbates the front-end design

issues. As a solution to this problem, we propose blocker-tolerant programmable RF front-end

receiver architecture, called mixer-first acoustic-filtering front end, which utilizes N-path

structure to translate the frequency response of O(1) acoustic filter to cover O(K) bands

over wide range of continuous frequencies with minimal loss penalty. Also, we demystify the

impedance aliasing phenomenon caused by uncertainty at the interface between two distinct

domains such as acoustic-electromagnetic interface.

Also, aliasing property in spatial domain has been investigated to deal with spatial

interference management problem. Unlike conventional approaches to prevent spatial aliasing

issues in multi-sensor linear array, we propose a way to exploit the phenomenon to solve

under-determined blind multi-target localization and source separation problems by aligning

the interferers in spatial domain.
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Chapter 1

Introduction and Basic Definitions

In nature, information transfer, so-called communication, happens mostly in the form of

signals through the channel. Ideally, the transmitter sends out the target signal that contains

information of interest to the receiver. However, signals are ubiquitous, whether or not

they contain information; thus, the channel is typically full of noise and interference [1].

Interference includes not only natural ones such as a rainbow or the sound of the wind but

also artificially modulated ones such as Wi-Fi and human speech signals. And these could

easily interfere with the desired signal that the transmitter sent out, creating a mixture at the

receiver. Therefore, dealing with such interference, so-called the interference management, is

critical in order to properly recover desired target signal from the mixture.

While the definition may vary depending on signal and system types, interference man-

agement is generally a broad comprehensive terminology that includes steps such as sensing,

decision making, and treatment [2], [3]. The sensing step is to explore the environment to

identify the interferers. It allows the receiver to acquire features, pre-defined or learned,

that could distinguish the target and interference signals. Next, decisions can be made on

what action should be taken to recover the target signal the most by meeting optimal deci-

sion criteria that evaluates quality of recovery, such as signal-to-interference-and-noise-ratio

(SINR) or signal-to-distortion-ratio (SDR). Lastly, based on decision, treatment step executes

a adequate processing on received mixture data to mitigate the interference by leaving only

the target signal.

As signals are composed of waves that propagate, the solution for interference management

highly depends on the type of waves whether it is an electromagnetic (EM) wave such as

radio-frequency (RF) and optics that follows Maxwell equation, or mechanical wave such as

water, acoustic, seismic waves that are governed by Newton’s law, or even a matter wave

that requires quantum mechanics [4]. In this thesis, we constrain our interests into the

first two types of waves in the application of radio-frequency (RF) spectrum for the former,
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and audible, for humans, sound signal spectrum for the latter. In the introduction section,

interference management challenges in each RF/wireless and acoustic domain are discussed,

followed by the author’s contribution on interference management relating to the aliasing

phenomena.

1.1 Aliasing Phenomenon

In signal processing and various physics disciplines, aliasing refers to an phenomenon that

makes different signals indistinguishable when sampled [5]. In general, sampling action is to

create discrete signals from continuous signals and can happen in various domains such as

time and space.

1.1.1 Temporal Aliasing

When sampling happens in time domain, it’s called temporal aliasing, and can be mathemati-

cally shown in the following manner. From Fourier series[6] or transform[7], any practical

signals can be represented as the summation of sinusoidal signals with different frequencies.

Thus, each sinusoidal signal s(t) that has a frequency value of f with the phase of ϕ can be

represented as:

s(t) = cos(2πft+ ϕ) (1.1)

where t represents continuous real time points. Now, let us consider sampling this continuous

signal s(t) with a sampling period of Ts =
1
fs

[sec] that we can represent t = nTs where n is

n-th sample point. Then, sampled signal s[n] can be expressed as:

s[n] = cos(2πfnTs + ϕ) = cos(2π(f + kfs)nTs + ϕ) (1.2)

In (1.2), second equality term holds for all n values as long as k is integer values since fsTs = 1.

Thus, this means that we cannot distinguish between sinusoidal signals whose frequencies have

a form of f + kfs with same phase. Note that, if there are two sinusoidal tones co-existing at

frequencies of f0 + PfS and f0 +Qfs where P and Q are integers, for instance, you would

sense these tones as if there were two identical tones with same frequencies. Thus, there

is intrinsic uncertainty of original frequency of a signal when measured, not to mention we

cannot be sure of number of original signals which might have folded on top of each other

when measured due to aliasing.

One can prevent aliasing by making fs larger than twice the maximum frequency content

of the signal, based on ”Nyquist-Shannon Sampling Theorem” that states that information of
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any signal s(t) that contains no frequency higher than B Hz can completely be recovered by

sampling with, at least 2B Hz [8]. However, if we do not know maximum frequency content

of interfering signals, it is not easy to prevent aliasing.

1.1.2 Spatial Aliasing

When sampling happens over space, it is called spatial aliasing, and if spatially repeating

signal content has higher frequency than half the sampling frequency, then original signal

patterns cannot be fully recovered because information has been lost. For instance, when the

signal is an image and sampling space is 2-dimensional plane, image that contains repeating

patterns appearing more frequently than twice the representing pixel size cannot represent

original continuous image content any more due to spatial aliasing. Examples are shown in

Fig. 1.1 and 1.2, where densely drawn patterns images are distorted after resampled with

lower spatial frequency (low-pass filter is applied afterwards) .

Figure 1.1: University of Illinois Electrical and Computer Engineering Building (left) which
has frequent grid patterns that are effected by aliasing due to low-resolution pixels (right).

Now, similar things can be said in regard to a continuous signal s(t) generated from far

distance approaching towards sensor arrays with a spacing of d as in Fig. 1.3(a) with the

angle of θ. Since these sensor arrays take measurements samples at different spatial locations

with respect to incident angle θ, effective sampling spacing is dcosθ. Recall that when we

sample over time, frequency is defined as the inverse of time. Similarly, spatial frequency is

defined as the inverse of spacing where sampling is taken place. This is intuitively making

sense because if repeating patterns have high frequency, then repeating spacing should be

small. Thus, amongst all sinusoidal tone composing of s(t) [6], maximum spatial frequency

content is the inverse of wavelength of maximum frequency content of s(t), shown as 1
λfmax

.

As spatial sampling frequency is 1/d, we can find the criteria for preventing spatial aliasing
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Figure 1.2: Original picture of a baby (left) which has relatively-high frequency patterns on
his shirt corrupted by aliasing effect due to low-resolution pixels (right).

from Nyquist-Shannon Sampling Theorem by enforcing the following condition for sensor

spacing d:

2× fmax ≤ fs ⇔ 2× 1

λfmax

≤ 1

dcosθ

⇔ d ≤ λfmax

2cosθ
≤ λfmax

2

(1.3)

Therefore, spacing between linear sensor array d should be lower than half the wavelength

of maximum signal frequency content for any angle θ ∈ [−180, 180] to prevent the spatial

aliasing effect. Now, what does it mean that we do not have ambiguity of spatial frequency

for the signal along the axis of sensor array for any given incident angle θ? This means

that we have unique phase difference between one sensor and adjacent sensor nodes for each

θ angle along the axis of array. However, since we do not have information along the

perpendicular axis of the array, we cannot distinguish whether the angle is θ or −θ, so called

front-back ambiguity, which will be revisited in Chapter 4, focusing on how to exploit it

instead of eliminating it.
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In fact, this front-back ambiguity property can easily be imagined with mathematical

concept of a hyperbola. Since we are interested in phase difference between two adjacent

sensor nodes within a linear sensor array, the phase difference for tone with frequency f ,

∆ϕ = 2πf∆τ where ∆τ is delay difference. If we think about a hyperbola that has two focal

points at sensor locations, hyperbola is drawn from its definition: R1 - R2 becomes constant

where Ri (i = 1, 2) represents distance from two focal points to the target point as shown in

Fig. 1.3(b). That is,

∆τ =
R1

vp
− R2

vp
=

R1 −R2

vp
(1.4)

Therefore, every point along this hyperbola yields the same delay difference, which is a

same phase difference for a single tone, between two sensor nodes. And since this hyperbola

approaches to asymptotic lines as the distance Ri increases at both directions (top and

bottom), two far-field signals can generate same delay values which create delay-domain

ambiguity (Fig. 1.3(b)).

Figure 1.3: (a) Far-field signal from angle θ impinging on linear sensor arrays seen from top,
(b) Hyperbola approaching asymptotic lines and front-back ambiguity.

1.2 Radio-frequency Signal Interference

One of the key challenges in RF/wireless communication system is that it requires RF

front-ends at both transmitter and receiver sides. Fundamental hardware trade-off among
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form factor, power consumption, bandwidth, and cost makes it difficult to perform the

direct information exchange either in baseband or RF frequencies without any frequency

conversion. For instance, communicating directly at baseband from DC to 100 MHz makes

antenna-front-end form factor over 10 meters, which is too large for majority of mobile

applications. Also, communicating directly at RF above GHz frequencies requires either

direct-RF signal processing capability or ADC operating bandwidth above GHz. And it

is challenging to meet such hardware specifications in both cases. Therefore, either super-

heterodyne or direct-conversion architectures are adopted mostly in modern transceiver

designs [9]. In such architectures, a carrier signal carries information, modulated at baseband

with a finite bandwidth, through the channel from transmitter to receiver occupying one

time-frequency bin regardless of duplexing method. Interference signal could show up in the

channel corrupting the time-frequency bin; thus, it is desirable to sense the occupancy of

each bin before transmitting the signal. Even if interference does not exist in the frequency

of interest, it is still important to protect the receiver as much as one could because receiver

can be jammed from reciprocal mixing [9], [10] if interferers exist in adjacent frequency.

However, such interference-tolerant RF front-end receiver design is becoming increasingly

challenging as a modern device has to support many frequency bands with numerous front-end

switches and acoustic filters [11]. Acoustic resonator-based bandpass filters are widely adopted

in wireless applications because they show exceptional resonator performance in terms of loss

and selectivity compared to electromagnetic counterparts in GHz frequency range. Critical

downsides of using these acoustic devices in wireless transceiver are high cost and large area,

due to the fact that it is not easy to tune the acoustic filter center frequency. Thus, more

frequency band means more filters. On top of that, the cost and size of next-generation RF

front-ends are further stressed by the new trends multi-in-multi-out (MIMO), broadband,

and dynamic spectrum access which exacerbate the issue [12]–[14].

To deal with this issue, many silicon-based integrated circuit designs for monolithic

reconfigurable RF front-ends such as N-path filters and mixer-first receivers have been

proposed as possible alternatives to numerous fixed-frequency acoustic filters [15]. The key

principle is to up-convert the sharp filter response created at baseband to desired RF frequency

with minimal conversion loss. In terms of performance, Q-factor of filter response at baseband

can be boosted by shifting up the frequency response because 3-dB bandwidth almost remains

the same, but center frequency goes up by up-conversion, ideally. Also, for tuning capability,

such response can be shifted upto any RF frequency of interest and continuous wide tuning

of center frequency is possible in theory. For such frequency translation of filter LTI response

can be implemented with a mixer circuit either through a nonlinear [16], [17] or time-varying

system [18]. Because this up-converted filter structure should retain its operation even when
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strong spectral interferers appear at the RF front-end, passive switch-based non-overlapping

branches, so called a N-path structure, is a good candidate as it shows high linearity over

active switching mixers or nonlinearity-based mixers [15].

1.3 N-path Structure

Fig. 1.4 shows the N-path structure that contains input power source and N identical branches

containing switches and LTI impedance loads ZL(ω). Each switch is closed in a periodic

non-overlapping manner with a period of TLO and duty cycle of 1/N driven by switching

function SWi(t) where i = 1 to N. Here, LO represents local oscillator by which clocks are

driven.

Figure 1.4: N-path structure with non-overlapping branches containing switches and
identical LTI loads

When ZL(ω) loads are generic LTI responses from current to voltage at i-th path, currently

flowing through i-th load iL,i is given as:

iL,i(t) = SWi(t)iS(t) (1.5)

where iS(t) represents current coming out of input source.
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By applying Fourier transform,

IL,i(ω) = SWi ∗ IS(ω)

=
∞∑

n=−∞

an,iδ(ω − nωLO) ∗ IS(ω)

=
∞∑

n=−∞

an,iIS(ω − nωLO),

(1.6)

when switch function at i-th branch is defined as below:

SWi(t) =
∞∑

n=−∞

an,ie
−j 2πnt

TLO

SWi(ω) =
∞∑

n=−∞

an,iδ(ω − nωLO)

where

an,i =
sinc(nπ

N
)

N
e−j nπ

N
(2i−1)

Next, output of each LTI load response VL,i(ω) is given as:

VL,i(ω) = IL,i(ω)ZLω =
∞∑

n=−∞

an,iZL(ω)IS(ω − nωLO) (1.7)

Each voltage created by input current at i-th branch from LTI response ZL(ω) is also

sampled back to the shared branch x. Thus, voltage at x is given as:

vx(t) =
N∑
i=1

SWi(t)vL,i(t) (1.8)

In frequency domain, voltage at shared node is given as:

Vx(ω) =
N∑
i=1

SWi(ω) ∗ VL,i(ω)

=
N∑
i=1

∞∑
m=−∞

am,iVL,i(ω −mωLO)

=
N∑
i=1

∞∑
m=−∞

∞∑
n=−∞

am,ian,iZL(ω − nωLO)IS(ω − (m+ n)ωLO)

(1.9)
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Since complex values cancel out leaving N in-phase vectors,

Vx(ω) = N

∞∑
m=−∞

∞∑
n=−∞

amanZL(ω − nωLO)IS(ω − (m+ n)ωLO) (1.10)

where m+ n = Nk, k is integer and an =
sinc(

nπ)
N

N
ej

nπ
N .

This result means that N-path structure driven by input current IS(ω) at single frequency

creates output response of Vx(ω) in multiple frequencies at ω −NkωLO where k is integer.

This interesting time-varying response can be represented as a two-step process as shown

in Fig. 1.5 where mixer diagram is utilized for switch-based mixing for simplicity.

Figure 1.5: N-path structure’s current to voltage time-varying response as a two-step process

For a current input at ω, impedance at ω can be found by:

Zx,open(ω) =
Vx(ω)

IS(ω)
=

∞∑
n=−∞

γnZL(ω − nωLO) (1.11)

where harmonic gain γn = 1
N
sinc2(nπ

N
). This result is interesting because we can observe

impedances at each frequency are folded on top of each other essentially creating aliasing

in impedance domain [5]. This is intuitive, since we are sampling each current periodically

using clock-driven switches then takes voltage values as outputs of LTI responses. Thus, a

form of temporal aliasing while a sampled value is not a finite value but short sections of

signals; thus, it has sinc-based coefficients.

In most of prior works [15], [19]–[21], load impedance has a low-pass response where peak

is at DC and RF frequency is designed to be ωLO apart from DC. This means that impedance

seen at the N-path load is given as, n = 1 for (1.11),

Zx,1 = γ1ZL(ω − ωLO)

As can be seen, original low-pass response is upconverted by ωLO with a scaling factor.
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What if the load response ZL(ω) is not low-pass response as assumed in most of literature?

If the load impedance is general LTI response, input impedance would just be (1.11) where

impedance values at each harmonic location are summed up after scaled by respective

harmonic gains. Therefore, all non-zero harmonic responses are aliased on top of each other,

then appear at the single input frequency ω. This phenomenon is not desirable in filter

applications in terms of input matching and wideband operation. Details are discussed in

Chapter 2 and 3.

Also, it is important to note that the analysis provided in previous section is not a steady-

state response because we assumed that current initially goes into the N-path structure

and found the corresponding output step-by-step fashion. In reality, voltage generated from

N-path structure at multiple frequencies generates new set of currents in respective frequencies

re-starting the original current-input to voltage-out process repeatedly on its own until it

converged. This situation can be depicted as in Fig. 1.6. Full derivation of steady-state

condition is provided in A.

Figure 1.6: N-path structure’s Harmonically Coupled Feedback Process

1.4 Audio Signal Interference

Unlike the case of radio-frequency signal, audible sound signal does not need up and down

conversion because its frequency range is around DC to 20 kHz. Therefore, decent hardware

performance on analog transceiver, microphone, speaker is achievable compared to that of

RF case, even in direct baseband-to-baseband communication case.

However, there are different types of unique challenges in audio interference management.

First, audio signals, e.g. speech sound from the human vocal system, are not generated

by sophisticated machines like most of RF signals that the audio receiver should always be

transparent to entire audible frequency range. Thus, desired signal and interference signals are
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mixed at the microphone in whole continuous spectrum from DC to maximum frequency of

interest due to lack of up- and down-conversion steps. This means front-end signal processing

needs to deal with a wide range of spectrum with as fine granularity as possible to recover

the entire spectrum of target signal. And this is challenging because interference and target

signal could mix differently at each frequency [22].

Second, there is hardly any regulation on frequency band or modulation scheme in sound

signal communication. In RF/wireless applications, the Federal Communications Commission

(FCC) puts firm regulation on frequency bands depending on purpose of usage [23] so that

collision between different signal usage, i.e. WiFi and GPS, does not happen. However, many

audio sound signals are naturally generated ambient signal where there is no such restriction.

What is more, desired target signal also tends to change depending on the condition of the

speaker, context of the speech, etc. Therefore, separating the target and interference signals

needs to be done in a blind manner, meaning the receiver cannot make too much assumption

on impinging signals as it is often done in RF/wireless through preamble check, for instance.

For above-mentioned reasons, blind source separation (BSS) is crucial in mixture problems

such as cocktail party problem [24], [25]. There are various source separation-based interference

management algorithms in the literature [26]–[28] and most approaches rely on learning

the features of each source signals from the mixture, since each source signal typically

contains distinctive differences in some aspects. Examples of such distinctive aspects are

spatial features where each source typically come from different angles of arrival (AoA) [29],

stochastic properties where each source may have different type of distributions [30], and

independence among each signals where there is no relevance between dog barking and bird

chirping [31].

1.5 Thesis Contribution

The contribution of this thesis includes identification and analysis of an ”impedance aliasing

problem” in a linear-periodically-time-varying (LPTV) system where uncertainty exists

between two distinct domain interfaces such as acoustic-EM. Acoustic-EM interface is common

in modern RF/wireless transceivers that contain numerous costly acoustic filters in between

silicon-based circuits especially in new standard of 5G or Software-defined radio (SDR)

applications. We propose a novel programmable interference-tolerant, super-heterodyne

receiver architecture solution utilizing LPTV circuits connecting to a limited number of

acoustic filters to eliminate bulky and expensive acoustic filter banks.

In this domain, we propose two types of receiver architectures that utilize only one

or two acoustic bandpass filters to cover the entire band of interest by programmable LO
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tuning while meeting input impedance matching condition. For both architectures, N-path

structure is adopted for frequency-translating the acoustic bandpass filter response at the

antenna interface directly with minimal conversion loss, so called mixer-first acoustic-filtering

front-end. Impedance shaper is introduced as an anti-aliasing filter, of impedance domain,

in between CMOS-acoustic interface to prevent impedance aliasing phenomena. First type

recombines multi-phase signals splitted by N-path structure using all-passive recombination

network right before the acoustic device. Second version recombines these signals both at

the intermediate frequency (IF) and baseband (BB). Details on each type are introduced in

Chapter 2 and 3 respectively.

The next contribution is on utilization of spatial aliasing phenomenon for audio interference

management problem. Instead of suppressing the spatial aliasing in multi-sensor array

processing, we exploit it to come up with an algorithmic solution for the under-determined

blind multi-target localization and source separation problem when there are more number

of unidentified interfering signals than that of receiver sensor nodes. This seemingly ill-

defined under-determined system has infinite number of solutions, meaning there is intrinsic

information loss. But we propose that spatial aliasing through intentional motion-based

interference alignment could reduce information loss in target source recovery when receiver

array is surrounded by multiple independent sound sources. Details are highlighted in Chapter

4.

Lastly, Chapter 5 concludes the thesis by summarizing ideas and introduces potential

future works extended from contributions in previous chapters relating to aliasing properties.
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Chapter 2

A Passive-Mixer-First

Acoustic-Filtering Superheterodyne

RF Front-End for Spectral Interference

∗∗

2.1 Introduction

The ever-increasing demands on wireless communications and sensing have been making

the electromagnetic (EM) spectrum, particularly the portion that is below 6 GHz, highly

sought-after and congested. This makes RF filtering that suppresses strong out-of-band

(OOB) interference indispensable.

Acoustic filters using surface-acoustic-wave (SAW) and bulk-acoustic-wave (BAW) tech-

nologies are deployed for many modern commodity mobile devices because of their low loss,

steep filter transition band roll-off, high linearity, and compact form factors [13]. Unfortu-

nately, these acoustic filters generally cannot be tuned across a wide frequency range and

have somewhat fixed and pre-defined operation frequencies. As more frequency bands are set

to become available in the near future, e.g. the advent of sub-6-GHz 5G, a whopping 100

filters are expected in a next-generation mobile device; this imposes significant challenges on

RF front-ends in terms of cost, size, and design complexity [14].

A possible solution is to employ widely-tunable and compact RF filters to replace numerous

fixed-frequency acoustic filters in a mobile device. Also, widely-tunable and compact RF filters

are essential for future high-performance software-defined and intelligent radios operating in

∗∗This chapter is adopted from author’s own works [32], [33]
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Figure 2.1: Mixer-first acoustic-filtering front-end: conceptual diagram.

a congested EM environment [34]. Hence, the development of such tunable RF filters has

long been an important research topic.

Monolithic reconfigurable high-order band-pass filters using N-path switched-capacitor

resonators have been reported recently [20], [35], [36]. However, due to lossy coupling networks,

parasitic effects, and the need of multi-phase square-wave RF clocks, these filters have limited

OOB rejection, moderate frequency tuning range, and do not perform well when operate

beyond 3 GHz. High-order Q-enhanced LC-resonator-based RF band-pass filters at >3 GHz

(e.g. [37]) have been demonstrated with widely-tunable operation frequency and bandwidth.

However, Q-enhanced RF filters have large noise and degraded linearity as active components

are utilized for achieving high-Q on chip. Widely-tunable mixer-first band-pass receivers that

operate beyond 3 GHz have been reported (e.g. [38]–[41]) but have limited OOB linearity

and suppression at close-in offset frequencies due to the low-order-filtering input impedance

of their baseband amplifiers.

Tunable acoustic filters have also been demonstrated (e.g. employing ferroelectrics in [14])

but often have smaller tuning range compared to other solutions. Moreover, it should be noted

that scaling acoustic filters towards high frequencies is critical but fraught with challenges

[42]. For frequencies above 2.5 GHz, BAW filters are needed but come with significantly

higher cost compared to SAW filters which are commonly deployed below 2.5 GHz [43].

Finally, widely-tunable RF filters have been demonstrated using cavity filters, micro-

electromechanical systems (MEMS) devices, or EM structures with discrete microwave

components [44]–[47]. However, these tunable filters are usually quite bulky and/or costly

compared to acoustic or silicon-based solutions and hence are not suitable for many mobile

applications.

In [32], we reported a hybrid CMOS-acoustic filtering front-end solution (Fig. 3.1), enabling

widely-tunable and compact RF filtering front-ends. Our proposed front-end solution utilizes
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Figure 2.2: Silicon-based tunable RF filtering front-ends based on (a) coupled tunable
high-Q resonators, (b) mixer-first direct-conversion architecture, and (c) mixer-first high-IF
superheterodyne architecture.

a single fixed-frequency high-order acoustic filter after an N-path switched-LC mixer. This

way, OOB interference at close-in offset frequencies is suppressed by the high-order acoustic

filter while the front-end operation frequency is defined jointly by the mixer local oscillator

(LO) and the acoustic filter – essentially a mixer-first acoustic-filtering RF front-end. Also,

an all-passive implementation is adopted for high linearity and power handling. A prototype

using a CMOS switched-LC passive mixer followed by an off-the-shelf 1.6-GHz SAW filter

has been designed and implemented. In measurement, the RF front-end operates across

2.5-to-4.5 GHz achieving 5.5-dB noise figure (NF) and +29.4-dBm input-referred third-order

intercept point (IIP3) at 1×bandwidth offset.

This article is an expanded version from [32] and is organized as follows. Section II

discusses tunable RF filtering front-end architectures. Section III unveils impedance aliasing

in mixer-first front-ends. The proposed mixer-first acoustic-filtering front-end is described

in Section IV. Design considerations and implementation details are presented in Section

V. Finally, measurement results are discussed in Section VI, and Section VII concludes the

paper.

2.2 Tunable RF Filtering Front-End Architectures

Many existing silicon-based tunable RF filtering front-ends may be grouped into two categories:

(1) front-ends using tunable coupled high-Q resonators [see Fig. 2.2(a)] and (2) mixer-first

low/zero-IF direct-conversion receivers [see Fig. 2.2(b)]. Our proposed mixer-first acoustic-

filtering front-end opens a new design space with a mixer-first high-IF superheterodyne

architecture [see Fig. 2.2(c)].

2.2.1 Filtering Front-Ends Using Tunable Coupled Resonators

High-order RF filters may be synthesized by coupling high-Q LC-resonators [see Fig. 2.2(a)];

hence, one natural way to construct a tunable filter is through tuning the LC-resonators
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and their coupling networks. One fundamental challenge associated with this approach is

that on-chip passives have poor quality factor Q, resulting in prohibitively high loss. To

tackle this challenge, state-of-the-art works adopt either N-path resonators or Q-enhanced

LC-resonators.

A Q-enhanced LC-resonator utilizes active transistors connected in a positive feedback to

compensate the loss associated with on-chip passives [37], [48], [49]. The resonance frequency

is made programmable by using a switched-capacitor bank, but its loss increases with its

capacitance tuning range. Hence, large transistors are required to compensate the loss in a

widely-tunable filter at the expense of an elevated noise level and degraded linearity.

A linear periodically time-variant (LPTV) N-path resonator up-converts an RC low-pass

filtering response in the frequency domain, resulting in a band-pass response centered around

an LO defined RF [19], [21]. This way, the N-path resonator center frequency can be tuned

across a broad frequency range with a wideband LO. It has been shown that an N-path

resonator has an RLC equivalent circuit whose Q factor is proportional to the LO frequency

[19]. At low gigahertz frequencies, integrated N-path resonators with high-Q of around 100

have been demonstrated (e.g. [50]). Such a high-Q realized using passive components results

in much better noise and linearity performance compared to Q-enhanced tunable LC RF

filters. However, due to lossy coupling networks, parasitic effects, and the need of multi-phase

square-wave RF clocks, these filters have limited OOB rejection, moderate frequency tuning

range, and rarely operate above 2 GHz RF. N-path filters operate beyond 2 GHz have been

reported (e.g. [51]) but are limited to a second-order filtering with poor suppression and

linearity performance at close-in frequency offsets.

In sum, constructing a tunable filter by directly altering its resonators and coupling

networks faces a tight trade-off between its operation frequency range and other filter metrics,

e.g. noise, linearity, and stop-band or transition-band suppression. From a fundamental

perspective, this trade-off arises from the fact that RF tuning capability is tangled up with

achieving high-order selectivity.

2.2.2 Mixer-First Direct-Conversion Filtering Front-Ends

In a mixer-first receiver as shown in Fig. 2.2(b), a passive mixer (driven by a set of non-

overlapping square-wave periodic RF pulses) frequency translates the impedance of baseband

low-pass filters to RF, resulting in a band-pass filtering response at the receiver input [52],

[53]. Similar to an N-path filter, the Q-factor of the frequency-translated band-pass filter in a

mixer-first receiver gets boosted in this frequency translation process; the resultant Q-factor

is proportional to the mixer LO frequency. Because of this high-Q at RF, mixer-first receivers
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are considered a promising solution for tunable RF filtering front-ends [38]–[41], [54].

While an N-path-resonator-based band-pass filter and a mixer-first receiver both leverage

LPTV operation for high Q, they adopt different methods for creating high-order filtering.

The former makes multiple high-Q but low-order N-path filters first and then couples them to

make a high-order filter (e.g. [20], [36]). In contrast, a mixer-first receiver often needs a single

set of N-path switches followed by high-order baseband filters. Since a single N-path filter

is utilized, complex LO generation circuitry and lossy coupling networks between N-path

resonators are avoided, leading to higher operation frequency (e.g. [38]).

Hence, the beauty of a mixer-first approach, when compared to a front-end using tunable

coupled resonators, is that the RF tuning and high-order selectivity are achieved separately

where a set of commutated switches performs RF dialing and a bank of high-order baseband

filters rejects OOB interference; this breaks the trade-off between RF operation range and

filter performance.

The challenge associated with enhanced-selectivity mixer-first receivers is the design

of low-pass high-linearity baseband circuits that provide high-selectivity input impedance

[38]–[41], [54]. A high-order filter design at zero or low IF with a baseband bandwidth well

below 1 GHz necessitates active-RC-based implementations which often result in limited

linearity performance. By creating input-impedance notches using switched capacitor circuits,

a zero-IF mixer-first receiver with high-order passive filtering was reported in [55]. However,

it has a maximum operation frequency of 2 GHz with a high NF of 10.3 dB. High-order

switched-capacitor discrete-time low-pass filters have been reported (e.g. [56]) but they

cannot provide input matching at RF. Mixer-first receiver with high-order passive LC filters

has been reported recently with RF between 21 and 29 GHz and a 1-GHz instantaneous

RF bandwidth [57]. However, for a sub-6-GHz receiver front-end, LC passive filters with a

bandwidth order-of-magnitude below 1 GHz are bulky and lossy.

2.2.3 Mixer-First High-IF Superheterodyne Filtering Front-Ends

The filtering front-end in this article opens a new design space for mixer-first receivers. As

conceptually shown in Fig. 2.2(c), a passive mixer is followed by a bank of band-pass filters,

instead of low-pass filters in traditional mixer-first designs. An LC-based impedance shaper

is inserted between the mixer and IF filters and is to ensure minimal conversion loss while to

preserve input matching as detailed in Section IV. After each IF filter, a second-stage zero-IF

direct-conversion receiving path is utilized before analog-to-digital conversion.

The introduction of an additional mixer to the filtering front-end transforms a traditional

low/zero-IF direct-conversion mixer-first receiver to a high-IF superheterodyne receiver. This
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Figure 2.3: Conceptual comparison between (a) a filter-bank-based multi-band front-end
design and (b) our proposed superheterodyne mixer-first front-end.

choice of a gigahertz high IF opens the door for compact and low-loss passive IF filters. While

gigahertz acoustic IF filters are adopted in this work, integrated passive gigahertz band-pass

filters may be utilized for a monolithic realization.

Comparing with traditional superheterodyne receivers [58]–[60], removing the first-stage

RF low-noise amplifier (LNA) and having all passive components prior to high-order filtering

significantly improve the front-end linearity and dynamic range; this is similar to LNA-less

direct-conversion zero-IF or low-IF receivers [61]. Also, having a gigahertz IF significantly

alleviate the image problem in a superheterodyne architecture [62].

Finally, it is also instructive to compare our proposed superheterodyne mixer-first front-end

with a conventional filter-bank-based front-end design as shown in Fig. 2.3. In a conventional

multi-band RF front-end, a bank of acoustic filters with different center frequencies connects

to an antenna via a static RF single-pole-multi-throw switch [13]. This approach requires a

large number of different filters and has a lack of flexibility to incorporate future frequency

bands after deployment in the field. Our design effectively makes the single-pole-multi-throw

RF switch periodically rotate among a bank of identical filters, making the input frequency

programmable and jointly defined by the switch rotational or commutation frequency and the

filter center frequency.
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2.3 Impedance Aliasing in Mixer-First Superhetero-

dyne Front-Ends

In this section, we unveil the concept of impedance aliasing in mixer-first superheterodyne

front-ends. Impedance aliasing is often negligible in a direct-conversion mixer-first receiver

but can be significant in a superheterodyne front-end, especially when loaded with high-order

acoustic filters.

2.3.1 Mixer-First Superheterodyne Front-Ends

Let us start with a mixer-first high-IF superheterodyne receiver loaded with second-order

LC band-pass filters similar to that in [63]. As shown in Fig. 2.4(a), an RF input port with

a source resistance RS is connected to a 4-path passive mixer driven by non-overlapping

25% duty-cycle LOs with frequency fLO. Passive mixer switches have on-resistance of RSW .

A parallel LC tank which resonates at the IF fIF connects to each mixer switch is further

followed by a load resistance RL.

This way, a desired signal with frequency fS = fIF + fLO at RF input port gets down-

converted to the LC band-pass filter passband by the passive mixer, while an OOB interference

is rejected by the LC filter. Input RF interference at the image and harmonic frequencies

fIF + kfLO, where k is an integer and k ≠ 1, also appears at IF after mixing. Due to the

high IF, image signal gets suppressed before entering the mixer while input interference at

harmonic frequencies experiences an increasingly small conversion gain with a large harmonic

index |k|. Further suppression may be obtained through image and harmonic rejection

architectures [58], [64].

In a mixer-first receiver, its IF impedance is frequency translated to RF due to the

transparency property of the passive mixer [53]. The input impedance at RF of a zero/low-IF

mixer-first receiver has been derived and modeled by a linear time-invariant (LTI) model

in [53]. Using an analysis that is similar to that in [65], we derive an LTI representation of

the input impedance at fS (see Section III-B for more details) for the proposed mixer-first

high-IF front-end as shown in Fig. 2.4(b), where

Rsh = (RS +RSW )
Nγ

1−Nγ
, (2.1)

γ =
sinc2(π/N)

N
. (2.2)

N is the mixer-first front-end number of paths. Rsh models the losses due to harmonic
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Figure 2.4: Switched-LC mixer-first frond-end: (a) schematic; (b) RF LTI equivalent model;
(c) second-order LC load impedance with its components at LO harmonic frequencies; (d)(e)
simulated front-end input matching and power conversion gain.
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re-radiation and γ is the scaling factor for the IF impedance at fIF ; these are the same as

those in a zero/low-IF mixer-first receiver [53]. It should be noted that we’ve assumed 2fLO is

much larger than the RF 3-dB bandwidth of the mixer load impedance ZL; this is equivalent

to assuming the LO frequency is much larger than the RC low-pass 3-dB bandwidth in a

zero/low-IF mixer-first N-path front-end [18], [21], [53].

In (2.1) and (2.2), we’ve assumed that 2fIF is not integer multiples of fLO. This avoids

impedance aliasing which we will discuss shortly in Section III-B.

Based on the the LTI model in Fig. 2.4(b), (2.1), and (2.2), the power conversion gain

which is the ratio between the power delivered to the load at fS − fLO and the maximum

available power from the source can be calculated as:

G =
4

(1 + RS+RSW

Rsh||γRL
)2

· RS

γRL

. (2.3)

A design example is used to validate our model with RS=50 Ω, L=3.125 nH, C=3.166

pF, RL=325 Ω, fIF=1.6 GHz, and fLO=1.9 GHz. We’ve used ideal switches with RSW=5

Ω. RL is significantly larger than a typical LNA input resistance and is obtained using

an impedance transformer as detailed in Section V. The simulated and calculated input

impedance at fS=3.50 GHz are 56.4 Ω and 56.5 Ω, respectively, showing an excellent match.

The small difference arises from finite clock rising and falling time in our simulation. The

simulated front-end input matching and power conversion loss are shown in Fig. 2.4(d) and

(e), respectively; the LTI equivalent model in Fig. 2.4(b) and (2.3) accurately predicts the

1.5-dB loss due to Rsh re-radiation, mixer switches, and input power reflection.

Our LTI model is identical to that of a zero/low-IF direct-conversion mixer-first receiver in

[52]. This can be intuitively understood by observing the mixer load impedance ZL as shown

in Fig. 2.4(c). In both architectures, the mixer load impedance only has significant impedance

around IF or a single peak around IF, while the impedances at harmonic frequencies are

negligible. For instance, the impedance at fS=3.5 GHz, fS+fLO=5.4 GHz and fS−2fLO=−0.3

GHz are −9j Ω, −5j Ω, and −3j Ω, respectively; these are much smaller compared to the

in-band 325-Ω resistance and hence have negligible impact on the circuit.

Next, let us replace the second-order LC bandpass filters in Fig. 2.4 with high-order SAW

band-pass filters as shown in Fig. 2.5. To emulate a SAW filter (e.g. the one that we used

in our prototype [66]), we construct an eight-resonator ladder-type bandpass filters with a

simple lossless Butterworth-Van Dyke (BVD) resonator model as shown in Fig. 2.5(b) [12],

[14], [67]. A Ladder-type bandpass filter that consists of 5-to-20 series and parallel SAW or

BAW resonators are used in many mobile applications, while a three-element BVD resonator

circuit is commonly used to approximately describe the behavior of a SAW or BAW resonator
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Figure 2.5: Switched-SAW-filter mixer-first frond-end: (a) schematic; (b) ladder-type
bandpass filter load; (c) simulated filter stand-alone input matching and insertion loss; (d)
high-order acoustic filter load impedance with its components at LO harmonic frequencies;
(e)(f) simulated front-end input matching and power conversion gain.
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[12]. The static capacitance C0, dynamic inductance LD and capacitance CD of our series

and parallel resonators are given in Fig. 2.5(b). The filter has a simulated in-band frequency

range of 1.57 to 1.6 GHz with nearly 0-dB insertion loss and < −10-dB input reflection

as shown in Fig. 2.5(c). The simulated input impedance of the filter when loaded with a

50-ohm resistor and preceded by a T=
√

325
50
:1 ideal transformer is given in Fig. 2.5(d). The

transformer is used to boost the in-band resistance from 50 ohm to 325 ohm which is the load

resistance we used in switched-second-order-LC front-end simulation (Section III-A, Fig. 2.4).

Using these ladder-type bandpass filters, the simulated mixer-first front-end input reflec-

tion and power conversion gain are depicted in Fig. 2.5(e) and (f), respectively. A sharp

performance degradation is observed with −5.8-dB input reflection at 3.5 GHz RF and

−6.4-dB power conversion gain at 1.6 GHz IF.

Let us look at the load impedance shown in Fig. 2.5(d); despite identical load resistance

of 325 ohm at the 1.6-GHz IF as in Fig. 2.4(c), the BVD-model-based acoustic filter has

significant impedance components at harmonic frequencies. As in Fig. 2.5(d), the load

impedance at harmonic frequencies fS + fLO=5.4 GHz, fS=3.5 GHz, and fS − 2fLO=−0.3

GHz are −96j Ω, −148j Ω, and 1616j Ω, respectively, order-of-magnitude larger than those

of a second-order LC filter.

While the topology and implementation of acoustic filters for mobile applications vary in

practice, it is not unfair to assume that high impedance exists across a wide OOB frequency

range for most acoustic filters. Acoustic filters are designed to optimize in-band performance

and OOB rejection [12]. However, OOB rejection does not always needs low impedance – a

high impedance is also reflective and hence provides OOB suppression. More importantly,

the variation in silicon-acoustic interconnects makes it nearly impossible for acoustic filters

to maintain a low OOB impedance across a multi-GHz-wide frequency range. In Fig. 2.6,

we plot the impedance (with the
√

325
50
:1 ideal transformer) of the ideal SAW acoustic filter

in Fig. 2.5(b) with that∗ of the off-the-shelf SAW filter used in our prototype [66]. We’ve

assumed a tunable 2.5-to-4.5-GHz input frequency fS and a fixed fIF = fS − fLO at 1.6

GHz; this results in OOB LO harmonic at fS + fLO covering a multi-GHz-wide range from

3.4 to 7.4 GHz. In both cases, the in-band impedance is around 325+0j Ω and significant

impedance is seen at OOB LO harmonic frequencies. Also, the SAW filter impedance with a

silicon-acoustic interconnect modeled by a 3-mm matched lossless transmission line is plotted

Fig. 2.6. As expected, this interconnect has negligible impact at in-band frequencies, but

alters the impedance noticeably at OOB frequencies.

∗The off-the-shelf SAW filter impedance is obtained from its S-parameters provided by the vendor.
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Figure 2.6: SAW filter input impedance (including the
√

325
50
:1 ideal transformer in Fig. 2.5):

BVD-model-based ideal SAW in Fig. 2.5(b), an off-the-shelf SAW [66] with and without
silicon-acoustic interconnects. While the topology and implementation of acoustic filters for
mobile applications vary in practice, it is reasonable to assume that low impedance is not
guaranteed across a wide OOB frequency range for most acoustic filters.
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2.3.2 Impedance Aliasing in Mixer-First Front-Ends

We attribute the sharp performance degradation of a switched-SAW front-end in Section

III-A to a phenomenon that we call Impedance Aliasing.

As illustrated conceptually in Fig. 2.7(a), an incoming desired signal at fS = fIF + fLO

is split into harmonic currents at frequencies . . ., fS − 2fLO, fS − fLO, fS, fS + fLO, . . .

at IF after mixing with narrow-pulse LOs†. These harmonic IF currents flow into ZL at

LO harmonic frequencies, creating harmonic IF voltages. Through passive mixer IF-to-RF

conversion, IF voltage VIF components at the LO harmonic frequencies jointly set the RF

input impedance. Through this process, the IF load impedance ZL components at all these

frequencies are translated to RF, not just the one at fIF = fS − fLO.

It should be noted that due to the passive-mixer transparency property, the mixer RF-to-

IF and IF-to-RF conversions depicted in Fig. 2.7(a) happen simultaneously and eventually

converge to a steady state (see [53], [65] and our quantitative analysis in the appendix).

However, we find that the artificial separation of the RF-to-IF and IF-to-RF conversions

helps with providing an intuitive understanding.

We name the process illustrated in Fig. 2.7 impedance aliasing since IF load ZL components

at the LO harmonic frequencies become indistinguishable, or aliases of one another, when

translated to RF input via the mixing operations.

In a direct-conversion zero/low-IF mixer-first receiver, while a desired input signal is

also split into LO harmonic frequencies, only the IF current at fS − fLO is in-band, seeing

significant impedance [see Fig. 2.7(b)]. Hence, the impedance aliasing in a direct-conversion

mixer-first front-end is often negligible.

On the other hand, in a superheterodyne mixer-first receiver with a high IF, multiple

IF current components at different LO harmonic frequencies can experience significant load

impedance when compared to ZL(fIF ). As depicted in Fig. 2.7(b), two IF currents align with

ZL at ±fIF assuming second-order RLC loads when fS = 2fLO = 2fIF . With high-order

acoustic filters, ZL components at more frequencies could be aliased to RF.

If IF loads have significant impedance only around ±fIF but not other LO harmonic

frequencies, e.g. second-order RLC or acoustic filters with our proposed impedance shaper

in Section IV, it is possible to avoid impedance aliasing in a superheterodyne mixer-first

front-end by choosing fLO such that |fS − kfLO| does not fall near fIF , where k > 1 is

an integer. Letting |fS − kfLO| = fIF , we find fLO that results in impedance aliasing as

fLO = 2fIF/(k − 1). Hence, provided that 2fIF is not integer multiples of fLO as we’ve

assumed in Section III-A, impedance aliasing in this case can be ignored.

†We’ve only considered the desired signal positive frequency component as the negative frequency
component is correlated with its positive frequency counterpart and has a similar behavior.
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Figure 2.7: Impedance aliasing in a passive-mixer-first front-end. (a) A desired signal is split
into IF currents, flowing into ZL at the LO harmonic frequencies and creating IF harmonic
voltages. These IF voltages jointly determine the RF voltage, aliasing ZL components at
harmonic frequencies to RF. (b) Mixer-first IF harmonic currents and ZL in a
direct-conversion and superheterodyne high-IF front-ends: while impedance aliasing is often
negligible in a direct-conversion mixer-first receiver as only the IF current at fS − fLO sees
significant impedance, it can be significant in a superheterodyne front-end, especially when
loaded with high-order acoustic filters as multiple IF currents experience significant
impedance.
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The constraint of 2fIF being not integer multiples of fLO leads to dead bands in a

superheterodyne front-end. However, by choosing RF range judiciously, a reasonably wide

tuning range could be obtained. Given an fIF=1.6 GHz, LO frequencies corresponding to

dead bands are fLO=0.8 GHz, 1.6 GHz, and 3.2 GHz, where we’ve ignored even-order LO

harmonics assuming a differential implementation. By limiting LO frequency between 0.9

GHz to 2.9 GHz, there will be only one dead band around 1.6 GHz fLO. As discussed in

Section V-C, the dead band occupies less than 15% of the tuning range in our prototype.

Next, we study impedance aliasing quantitatively by deriving an analytical solution of

the input impedance Zin at RF. Based on our analytical results, we propose an equivalent

LTI model that captures impedance aliasing.

In contrast to existing analyses (e.g. [18], [53], [65]) that aim at low/zero-IF front-end

with low-pass-filter loads, our analysis assumes a load impedance ZL(f) which could have

significant impedance components at LO harmonic frequencies. These impedance components

at LO harmonic frequencies result in impedance aliasing. As derived in the appendix, the RF

input impedance Zin can be expressed as

Zin = RSW +
RSW +RS

K − 1
, (2.4)

where K is a complex coefficient that is given as

K−1 =

N
M∑
i=0

[a1−piZL(f + (pi − 1)fLO)Ypi(f − fLO)] .
(2.5)

In (2.5), N is the mixer-first front-end number of paths, an =
sinc(nπ

N
)

N
e−j nπ

N and admittance

Ypi(f) is the solution of a matrix equation given below:

[NZM + (RS +RSW )I]y = a, (2.6)

where I is an identity matrix of sizeM+1, y = [Y0(f), Y1(f), . . . , YM (f)]T , a = [a−1, a0, . . . , aM−1]
T ,

and the i-th row and j-th column element of ZM is given as:

Zm,i,j = ZL(f + jfLO)
∞∑

k=−∞

sinc(
(Nk − 1 + i)π

N
)sinc(

(Nk − 1 + j)π

N
)/N2

If the load impedance ZL(f) only has significant impedance at one frequency fIF = fS−fLO

and 2fIF is not integer multiples of fLO, (2.4) reduces to the LTI model given in Fig. 2.4(b),
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(2.1), and (2.2).

It is instructive to examine the front-end behavior when there are two controlled impedance

peaks in ZL(f): one at fIF = fS − fLO, one at another harmonics fS + pfLO where p is an

integer and p ̸= −1. In this case, (2.4) can be solved analytically as (A.15) in the appendix.

(A.15) can be approximated as:

Zin,2peaks ≈

RSW +Rsh,−1||(γ−1ZIF,−1) +Rsh,p||((γpZIF,p).
(2.7)

Based on (2.7), we propose an LTI equivalent circuit as depicted in Fig. 2.8(a). The input

impedance can be viewed as mixer switch on-resistance in series with two parallel networks,

modeling impedance aliasing of the these two impedance components; each parallel network

consists of a re-radiation resistance and a scaled IF impedance at the corresponding harmonic

frequency. Also, input signal power is split between the two parallel networks. Therefore,

to minimize the mixing loss, we should suppress the impedance at the harmonic frequency

fS + pfLO.

Our proposed LTI model in Fig. 2.8(a) is tested against simulation using the 4-path

mixer-first front-end in Fig. 2.5 with an artificial load impedance ZL made of ideal resistors,

inductors, capacitors, and controlled sources. The simulated ZL is depicted in Fig. 2.8(b).

The ZL at fS − fLO=1.6 GHz is fixed at 325 Ω, while the impedance at the other peak

fS + fLO=5.4 GHz is swept. The resultant RF input resistance at 3.5 GHz is plotted in

Fig. 2.8 (c) using both simulation and calculation based on our LTI model. Only the real

part of the resistance is shown as the imaginary part is zero based on our theory and is

negligible compared to the real part in the simulation. A reasonable match is seen between

simulation and our LTI model. The error is partially due to ignored interactions among

different harmonic responses when we reach (2.7).

When the impedance at the harmonic frequency RL2 is small, the input impedance

is around 50 Ω and can be predicted by the simple LTI model in Fig. 2.4(b), (2.1), and

(2.2). As RL2 increases, the RF input impedance starts to change and eventually saturates.

This saturated resistance behavior proves the existence of additional re-radiation shunting

resistance at harmonic frequencies as shown in our LTI model in Fig. 2.8(a).

We further extend our proposed LTI model in Fig. 2.8(a) to include a multiple shunting

networks in series to capture a generic ZL with an arbitrary frequency response. Using the

same simulation setup in Fig. 2.5 and removing the impedance step-up transformers, we have

simulated and calculated, using both the full equation in (2.4) and the LTI model, the RF

impedance at fIF + fLO with different LO frequencies as shown in Fig. 2.9. In our LTI model
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Figure 2.8: Investigation of mixer-first front-end loaded with an artificial two-peak load
impedance ZL: (a) LTI model capturing two peaks with one at IF fS − fLO and the other at
harmonic frequency fS + pfLO; (b) simulated load impedance ZL which is made of ideal
resistors, inductors, capacitors, and controlled sources; and (c) simluated and calculated
input impedance at RF across different ZL resistance at fS + fLO=5.4 GHz.
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Figure 2.9: Simulated and calculated switched-SAW-filter mixer-first front-end input
impedance.

and numerical results, 21 harmonics, M=10 in (2.6), are considered. A reasonable match is

seen among simulation, our LTI model, and the numerical results based on (2.4).

2.4 Mixer-First Acoustic-Filtering Front-End Using an

Impedance Shaper

2.4.1 Impedance Shaper Suppressing IF Filter OOB Impedances

at Harmonic Frequencies

Through impedance aliasing discussed in Section III, mixer-first front-end load impedance

components at harmonic frequencies can significantly deteriorate the front-end performance.

In this work, we propose to insert an LC network, essentially an Impedance Shaper, right after

mixer switches to suppress input impedance at the harmonic frequencies. The impedance

shaper here is realized by second-order parallel LC tanks with resonance frequency at fIF as

in Fig. 2.10. At OOB low and high frequencies, impedance shaper inductor and capacitor

provide low impedance to ground, respectively.

Unlike the acoustic filter that suppresses close-in interference, the LC tanks provide low

impedance at harmonic frequencies that are gigahertz away and hence can be realized with

low-order on-chip implementations.

In the proposed switched-LC mixer-first acoustic-filtering front-end (see Fig. 2.10), all

circuit parameters are identical to those in Fig. 2.5 except that an LC impedance shaper is

added with L=1.56 nH and C=6.33 pF. The simulated load impedance ZL real and imaginary
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Figure 2.10: Introducing LC-tanks to suppress acoustic filter OOB impedance: (a) receiver
diagram; (b) simulated load impedance before (dashed lines) and after (solid lines)
suppression; and (c) simulated front-end input matching and power conversion gain.
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parts with and without impedance shaper is depicted in Fig. 2.10(b). The load impedance

absolute values at harmonic frequencies fS+fLO=5.4 GHz, fS=3.5 GHz, and fS−2fLO=−0.3

GHz are dropped by orders of magnitude from 96j Ω, 148j Ω, and 1616j Ω, to 5j Ω, 8j Ω,

and 3j Ω, respectively.

As expected, the introduction of the LC impedance shaper results in resorted front-end

performance in terms of input matching and power conversion gain as shown in Fig. 2.10(c).

In fact, after introducing the impedance shaper, the front-end in-band behavior becomes

nearly identical to the case when the loads are single-peak second-order LC bandpass filters

in Fig. 2.4 with −24 dB S11 and 1.5 dB power conversion loss at 3.5 GHz RF. Let us look at

the zoomed-in load impedance in Fig. 2.10(b). The LC impedance shaper does not change

ZL at in-band frequencies since the LC is tuned to the in-band center frequency and has a

relatively small loaded quality factor. The impedance shaper does alter ZL at close-in OOB

frequencies. This only affects front-end input impedance or S11 at adjacent-band frequencies

but the front-end in-band matching and filtering conversion gain are preserved as shown in

Fig. 2.10(c).

A natural question arises is that how to choose the value for the impedance shaper

inductance or capacitance given a resonance frequency at fIF . A small inductance increases the

load LC tank (without N-path switches and source resistance RS) quality factorQT = RT/ω0L

where RT = RS · T 2 and ω0 = ωIF is the LC resonance frequency. A high QT has large

suppression on load impedances at harmonic frequencies, leading to better matching and

lower mixing loss. However, a high QT reduces transformer balun power transfer efficiency,

resulting in large power loss inside the transformer. The design trade-off and considerations

are detailed in Section V-B.

2.4.2 Single-Acoustic-Filter N-Path Filtering

One issue remains for the mixer-first acoustic-filtering front-end shown in Fig. 2.10 – it needs

four acoustic filters and four IF receivers, which could lead to large form factor, high cost,

and high power consumption.

In this work, we use a recombination network at IF to reduced the required number of

acoustic filters and IF receivers as shown in Fig. 2.11. First, two transformer baluns reduce the

number of paths from four to two as in Fig. 2.11(a). Then, a CLC lumped transmission-line

equivalent circuit with a characteristic impedance of RL and a phase shift of 90◦ at fIF is

introduced at the bottom path in Fig. 2.11(a). Finally, we combine the two paths using

another transformer balun at the output side as in Fig. 2.11(b). With this IF recombination

network, our front-end becomes similar to a Hartley image-rejection receiver [68].
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Figure 2.11: Single-acoustic-filter N-path filtering using all-passive recombination network at
IF: (a) merging four paths into two with transformer baluns and a CLC 90-deg phase shifter,
(b) combining in-phase and quadrature paths, and (c) simulated input matching and power
conversion gain.
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The mixer-first front-end in Fig. 2.11(a) has unbalanced loads compared to that in

Fig. 2.10(a). Nevertheless, we expect the unbalance loads here will have negligible impact

on the input matching and power conversion gain for the in-band signal. As illustrated in

Fig. 2.11(a), mixer IF currents at fIF on both the in-phase (I) and quadrature (Q) paths see

identical load impedance RL assuming the CLC circuit is tuned at fIF ; regarding IF currents

at OOB LO harmonic frequencies, they are mostly sunk by the LC impedance shaper which

has identical impedance among all paths. Simulated input matching and power conversion

gain in Fig. 2.11(c) validate our expectation. Also, as shown in Fig. 2.11(c), signals that are

at close-in OOB or adjacent band frequencies are subject to the unbalanced loading, altering

the input matching response. However, filtering response in the power conversion gain largely

remains the same. Finally, for far-out OOB signals, the load impedance is dominated by the

LC impedance shaper, minimizing the effect of unbalanced loads.

When the two paths in Fig. 2.11(a) are combined as in Fig. 2.11(b), the differential in-band

signals at fIF creates a virtual ground, isolating the two paths. Hence, the in-band S11 and

power conversion gain remain unchanged; see the simulation results in Fig. 2.11(c). Adjacent

band signals are subject to I-Q paths interaction which manifests itself in the simulated

input matching in Fig. 2.11(c); however, filtering response is preserved. Similarly, for far-out

OOB signals, the load impedance is dominated by the LC impedance shaper, shielding the

front-end from the effect of combined I-Q paths. As shown in Fig. 2.11(c), while the filtering

conversion gain exhibits a superior frequency selectivity, this selectivity does not directly

translated to the input side. Therefore, high-linearity mixer switch design is critical for the

front-end linearity performance as discussed in Section V-C.

The amplitude and phase mismatches between the two paths in our front-end limits

the amount of image rejection. The CLC lumped transmission-line equivalent circuit is

intrinsically narrowband. Nevertheless, thanks to a high IF of 1.6 GHz, a 65 MHz bandwidth

(the bandwidth of our prototype front-end) corresponds to a small 4% fractional bandwidth.

In our simulation, the CLC circuit has up to ±4◦ and 1 dB phase and amplitude variation

across the entire bandwidth. These mismatches result in around 30 dB worst-case image

suppression as shown in [62]. In addition, thanks to a gigahertz IF, image bands are well

separated from the desired signal bands. In our prototype, image bands are below 1 GHz

with 2.5-to-4.2-GHz RF. This wide frequency separation eases the design of a possible on-chip

or off-chip high-pass pre-selection filter.
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2.5 Design Considerations and Implementation

In this section, we address design considerations that optimize the front-end performance

in the presence of implementation losses from impedance transformation and transformer

baluns. Also, the circuit implementation details of our prototype front-end in a 65-nm CMOS

process are discussed.

2.5.1 Trade-Off Between Number of Paths and Impedance Trans-

formation Ratio

Similar to a conventional low/zero-IF mixer-first receiver [52], a large number of paths and a

small switch on-resistance RSW results in low power conversion loss in the proposed mixer-first

acoustic-filtering front-end. Using (2.1)(2.2)(2.3), we plot power conversion loss versus RSW

for different path numbers in Fig. 2.12(a). As expected, an 8- or 16-path design offers lower

loss compared to a 4-path design. However, more paths require larger IF load impedance for

a given RF source impedance [52]. While large load impedance can be conveniently obtained

in a low/zero-IF mixer-first receiver, it is challenging to have a large load impedance in our

proposed mixer-first acoustic-filtering front-end.

Off-the-shelf acoustic filters are often designed to have 50-Ω source resistance RS. However,

this source resistance gets reduced significantly by the scaling factor γ in (2.2) when it is

translated from IF to RF. This necessitates step-up impedance transformation for input

matching to 50-Ω at RF.

The required overall impedance set-up ratio can be obtained by setting the input impedance

at RF in Fig. 2.5(a) to be 50-Ω, i.e. RSW + Rsh||γRL = RS. We have ignored the IF

recombination network here for simplicity and RL = T 2RS is the front-end IF in-band

load impedance after impedance transformation. Based on these, the impedance set-up

transformation ratio T 2 is given as

T 2 =
1

γ
· RS −RSW

RS

· Rsh

Rsh −RS +RSW

. (2.8)

Using (2.8), we plot T versus RSW for 4, 8, and 16 paths in Fig. 2.12(b). Compared to a

4-path design, an 8- or 16-path design has about 0.5-dB lower loss with a 5-Ω RSW but it

comes at the expense of a significantly higher impedance transformation ratio. Generally

speaking, the higher the impedance transformation ratio, the more lossy the transformer is

[69]. In addition, an 8- or 16-path design would require a more complex IF recombination

network and LO path design, adding more loss and complexity to the system. Finally, a larger

number of paths leads to higher LO path power consumption and more switch parasitics at
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Figure 2.12: Mixer-first acoustic-filtering front-end (a) power conversion loss and (b) IF
impedance transformation ratio versus switch-on resistance with different path numbers
using (2.1)(2.2)(2.3)(2.8).

the RF input [70]. In our prototype implementation, a 4-path design is chosen with RSW=5

Ω.

2.5.2 Optimizing LC-Tank Q-Factor for Low Loss

As discussed in Section III-C, we introduce an LC impedance shaper to suppress IF filter

input impedance at harmonic frequencies for input matching and low mixing loss. A large

LC tank quality factor QT better suppresses the harmonic impedances, resulting in low loss.

However, in the presence of a limited on-chip inductor quality factor Qind, a large QT could

increase the power dissipated in the lossy inductor. Therefore, there exists a design trade-off

associated with QT .

A narrow-band model of the front-end IF load at fIF is depicted in Fig. 2.13(a) where

we’ve ignored the capacitor loss and assumed tightly coupled transformer balun with negligible

capacitive coupling. The inductor loss is modeled by a series resistance Rind. RL is the

IF filter in-band resistance after impedance transformation. After converting Rind into a

parallel resistance Rindp = (1+Q2
ind)Rind ≈ Q2

indRind = QindωIFL, we can calculate the power

transfer efficiency at the IF load as

η =
Pload

Pin

=
Rindp||RL

RL

≈ 1− QT

Qind

, (2.9)
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where we’ve assumed QT ≈ RL

ωIFL
.

From (3.13), we can see that a small QT ≪ Qind is needed for low inductor loss. Assuming

Qind=10 and 50, we plot the front-end power conversion gain versus QT in Fig. 2.13(b) with

fLO=0.9 GHz. While mixing loss reduces with a large QT , the inductor loss increases. When

Qind=10, the optimal QT is around 3 with 3.1-dB total loss. If a higher Qind=50 is available,

the optimal QT becomes about 5 with 2.2-dB total loss. Finally, a high Qind not only offers a

low overall front-end loss but also reduces the inductor size with a large QT as L ≈ RL

ωIFQT
.

2.5.3 Circuit Implementation

We have designed a prototype mixer-first front-end in a 65-nm CMOS process (see Fig. 2.14)‡.

A differential architecture is utilized to reduce LO clock leakage and harmonic responses

around clock even harmonics similar to many mixer-first receivers and N-path filters [19],

[36], [38], [41]. A wideband 1:1 off-the-shelf transformer is served as a balun at the RF

input for single-ended to differential conversion. Also, the differential implementation reduces

the source impedance seen by the mixer-first front-end, relaxing the impedance step-up

transformation requirement as discussed in Section IV-A.

Mixer switches are designed to have an on-resistance of 5 Ω for shortening LO pulse

rising and falling time and for a balance between front-end power conversion loss and LO

path DC power consumption. An on-chip divide-by-2 circuitry is used to generate the 25%

duty-cycle clocks driving the mixer switches. Mixer switches are realized using deep-N-well

transistors, allowing us to use bootstrapping resistors at their bulk nodes [72]. The biasing

voltages at the mixer switch drain and source nodes are designed to avoid false switching

[72]. Let us consider the LO high and low voltages to be VH and VL, respectively. When the

switch is on, the maximum allowable input voltage is VIN,max = VH − VTH , where VTH is the

transistor threshold voltage; otherwise, the switched is falsely turned off as gate-source voltage

is less than VTH . Similarly, when the switch is off, the minimum allowable input voltage is

VIN,min = VL−VTH to prevent false on. Given VH=1.2 V, VL=0 V, and VTH=0.4 V, the input

signal biasing voltage and amplitude can be calculated as 1
2
(VIN,max + VIN,min) =0.2 V and

1
2
(VIN,max − VIN,min) =0.6 V. In practice, we use a slightly higher biasing voltage of 0.25 V

as the 25%-duty-cycled mixer switch spends more time in the off-state. This false-switching-

tolerant design comes at the expense of degrading switch reliability as voltage between two

transistor terminals can exceed VDD. However, the natural of ac voltage reduces the impact

as long as the voltage is no larger than 2VDD, and similar designs are not uncommon, e.g.

‡While there is some similarity to a 2-path double-balanced passive mixer driven by 50% duty-cycle LOs
(e.g. [71]), a 2-path mixer itself cannot provide input matching with a small mixer switch on-resistance and
suffer from excessive power loss when loaded with an IF bandpass filter.
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Figure 2.13: Design consideration with a lossy LC impedance shaper: (a) simplified IF load
narrow-band circuit model and (b) total front-end power conversion gain with both mixing
and inductor losses.
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Figure 2.14: Schematic of our prototype mixer-first front-end in 65-nm CMOS with a
1.6-GHz SAW bandpass filter.
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[50], [72], [73].

The on-chip impedance shaper is realized via a 5-bit switched-capacitor bank and a 3:3

coplanar transformer balun at each in-phase and quadrature branch. The transformer has

simulated balanced inductance of 5 nH, a coupling coefficient of 0.83, and a quality factor

Qind of 13.2. A CLC circuitry is employed in the recombination network to provide a 90◦

phase shift; the inductor is an off-chip 4.7-nH high-Q ceramic inductor, and the capacitor

is realized by a 4-bit on-chip switched-capacitor bank. All switched capacitor banks use

thick-oxide transistors for high power handling capability. At the differential output of the

mixer-first front-end, an off-chip 2:1 transformer balun provided differential to single-ended

conversion to interface with a 50-Ω 1.6-GHz SAW bandpass filter [66]. After impedance

transformation from transformer baluns, the LC impedance shaper has a tank quality factor

QT of around 2.5. Given Qind=13.2, we expect 1-dB power loss from on-chip transformer

baluns based on (3.13).

As shown in Fig. 2.14, cross-coupled capacitors, similar to those in [74], are inserted

between the I and Q paths. Leveraging the inherent 90◦ phase shift between the I and Q

paths, these capacitors allow us to access a wider range of input impedance, compensating

some VSWR variation from the antenna interface.

Regarding frequency planning, we choose a high IF of 1.6 GHz for relaxed image rejection

requirements. This is because that the image and desired bands are separated by 2fIF ,

hence a high IF allows one to suppression image response via RF filtering. Using an even

higher IF would make the mixer-filter assembly more challenging and lossy. The lowest RF

is chosen to be 2.5 GHz. Further lowering this results in excessive power loss given an LC

impedance shaper tank Q of 2.5. The highest RF operation frequency is limited by the LO

circuitry. In post-layout simulation, we find our true-single-phase-clock-based LO circuitry

stops working when operating beyond 3 GHz, corresponding to a 4.6 GHz RF. As discussed

in Section III-B, there is one dead band with fLO=1.6 GHz. Its bandwidth is determined by

the LC impedance shaper quality factor. Given a quality factor of 2.5, the dead band has a

bandwidth of 0.3 GHz around 3.2 GHz RF, assuming the harmonic current is outside of the

impedance shaper 3-dB bandwidth.

2.6 Experimental Results

The proposed switched-LC mixer has been fabricated in a 65-nm CMOS process. This chip is

packaged and mounted on an FR4 printed-circuit board followed by the transformer balun and

1.6-GHz SAW filter mentioned in Section IV-C. Annotated chip and front-end photographs

are shown in Fig. 2.15. Since an all-passive implementation has been adopted for the mixer,
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Figure 2.15: Annotated photographs of the switched-LC mixer chip in 65-nm CMOS and the
mixer-first acoustic-filtering RF front-end.

the signal path draws zero DC power. The LO-path divider has a DC power of 12-to-26 mW

when fLO is swept from 0.9 GHz to 2.9 GHz (corresponding to a 2.5-to-4.5 RF range).
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Figure 2.16: Measurement results of (a) the 1.6-GHz SAW filter S-parameters and (b) the
mixer-first acoustic-filtering front-end input matching and power conversion gain.

Figure 2.17: Measured (lines) and simulated (markers) mixer-first acoustic-filtering front-end
power conversion gain and a simulated loss distribution pie chart.
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Figure 2.18: Measured mixer-first acoustic-filtering front-end power conversion gain, input
matching, and SSB NF across input frequencies.

Figure 2.19: Measured mixer-first acoustic-filtering front-end in-band linearity performance
when RF input is tuned at 3.5 GHz.
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Figure 2.20: Measured mixer-first acoustic-filtering front-end OOB linearity performance
when RF input is tuned at 3.5 GHz and diagrams of our measurement setups.
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The measured SAW filter S-parameters together with the RF front-end input matching

and power conversion gain when fLO=1.9 GHz are plotted in Fig. 2.16(a) and (b), respectively.

The SAW filter has a measured center frequency at 1.6 GHz with an RF bandwidth of 65

MHz and insertion loss of 1.1 dB. The measured SAW filter stop-band rejection is about

30-to-40 dB. After the frequency translation of the switched-LC mixer using fLO=1.9 GHz,

the RF is centered at 3.5 GHz with measured power conversion gain of −5.6 dB. Similar to

other works (e.g. [19], [36], [38], [41]), we have de-embedded the loss of input RF balun for

our RF front-end. The acoustic-filtering front-end preserves the SAW filter 65-MHz signal

bandwidth but offers more stop-band rejection due to the on-chip LC impedance shaper. The

measured power conversion gain of a standalone mixer testing board is plotted in Fig. 2.16(b)

as well, showing the bandpass response of the LC impedance shaper.

Let us take a closer look at the mixer-first acoustic-filtering front-end power conversion

gain. A zoomed-in version of front-end power conversion gain from both measurement and

simulation is plotted in Fig. 2.17. A good match between measurement and simulation has

been observed. Based on this, a simulated loss distribution pie chart is also given in Fig. 2.17.

The simulated 5.7-dB total loss consists of 1.1 dB from harmonic re-radiation, 1.3 dB from

mixer switch on-resistance and its parasitic capacitance, 1.4 dB from on-chip transformer

baluns, around 1.6 dB from off-chip balun and SAW filter, and finally 0.3 dB from board-level

interconnects. Using (2.1)(2.2)(2.3), the calculated loss from both harmonic re-radiation (Rsh)

and mixer switch on-resistance is 1.4 dB; this is about 1-dB lower compared to our simulation.

The excess loss comes from the switches parasitic capacitance [70]. Using (3.13), the expected

on-chip transformer balun loss is 1 dB which is also less than the loss in simulation. The

0.4-dB additional loss is due to the finite magnetic coupling which (3.13) does not take into

account.

The power conversion gain, input matching, and NF of our mixer-first acoustic-filtering

front-end are measured across 2.5-to-4.5 RF with fLO from 0.9 GHz to 2.9 GHz as shown

in Fig. 2.18. Power loss of 5.4-to-6.4 dB, S11 of < −10 dB, and SSB NF of 5.5-to-7.1 dB

are seen across the entire RF range. While the LPTV operation results in noise folding, the

same behavior also causes re-radiation, increasing power loss [70], [75]. Our measured NF

is close to power loss as the noise and loss in an all-passive N-path filter reported in [76].

The SAW filter wide bandwidth of 65 MHz is preserved. The power conversion gain for

image-band signals at fIF − fLO is also measured and plotted in Fig. 2.18, achieving >50-dB

image rejection. Besides the Hartley image-rejection architecture of our IF recombination

network, a large frequency separation of 1.8-to-5.2 GHz between the desired and image bands

allows additional image filtering at RF input.

The measured mixer-first acoustic-filtering front-end linearity results are shown in Figs. 2.19
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and 2.20. The measured in-band 1-dB compression point (P-1dB) is +6.4 dBm, while the

in-band IIP3 is +20.3 dBm. At OOB (1×RF bandwidth offset ∆f), blocker-induced 1-dB

compression point (B-1dB) of +4.3 dBm and IIP3 of +29.4 dBm are measured. The B-1dB

at 1×RF bandwidth offset is degraded from in-band P-1dB due to high input impedance at

close-in frequency offsets. This is because while the mixer load impedance at LO harmonic

frequencies is suppressed by the LC impedance shaper, the impedance of close-in offsets is

not. Interestingly, the IIP3 is higher at OOB than that from an in-band test. It is likely

due to partial non-linear distortion cancellation [9]. Unlike in the compression and in-band

IIP3 tests, the test tones in an OOB IIP3 measurement are separated by tens or hundreds of

megahertz. This relatively large frequency separation makes it possible for the fundamental

and inter-modulation tones experience different phase shifts in the front-end, resulting in the

partial cancellation of inter-modulation tones [9].

Table I compares this work with state-of-the-art reconfigurable band-pass filters [36], [37]

and receivers [38], [40], [41], [60], [77]. When compared with the high-order N-path filter in

[36], this work exhibits 33 dB more OOB rejection, operates at 3× higher RF with 5× reducing

in average power, while having comparable NF, IB and OOB linearity. Comparing with the

zero-IF mixer-first receiver in [38], this work has 2-to-3 dB higher NF at 2.5-to-4.5 GHz but

exhibits 29 dB more OOB rejection at 1.5×BW offset frequency and 24 dB higher OOB IIP3

at 1×BW while achieving significant power reduction. Comparing with superheterodyne

receivers (e.g. [60]), this work exhibits order-of-magnitude higher linearity, thanks to the

elimination of active devices before filtering.

2.7 Conclusion

We have demonstrated a mixer-first acoustic-filtering superheterodyne RF front-end. It

represents a new reconfigurable RF receiver architecture that fuses the strength of a widely-

tunable passive-mixer-first front-end with the advantage of high-selectivity acoustic filters,

while compensating for their respective bottlenecks, namely tight trade-off among noise,

linearity, and bandwidth in CMOS and the lack of frequency tuning in acoustics. Our

analytical results and a corresponding LTI model have unveiled impedance aliasing in a mixer-

first front-end – that is, mixer-first load impedances at harmonic frequencies are all translated

to input at RF and leads to degraded input matching and excess power losses. To address this

challenge, we have proposed an LC-based impedance shaper to suppress the load impedance at

harmnoic frequencies for low loss and input matching. An all-passive recombination network

has been proposed to reduce the number of acoustic filters and for image rejection. Detailed

practical design considerations in the presence of implementation losses from impedance
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transformation and transformer baluns have been addressed. In measurement, a prototype

front-end achieves superior performance in terms of OOB interference suppression and linearity

at close-in frequency offset above 2.5 GHz while having comparable noise figure. Topics for

future research include new architectures with reduced off-chip components, further enhancing

power handling and lowering noise figure via advanced silicon technologies, as well as scaling

the design beyond 6 GHz and into millimeter-wave frequencies.
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Chapter 3

A Passive-Mixer-First

Acoustic-Filtering Receiver Chipset

Using Mixed-domain Recombination

for Spectral Interference

∗∗

3.1 Introduction

Radio-frequency (RF) front-end designs are becoming increasingly challenging, as a modern

mobile device has to support many frequency bands with numerous FE switches and acoustic

filters [11]. The cost and size of next-generation RF FEs are further stressed by the trend

towards multi-in-multi-out (MIMO), broadband, and dynamic spectrum access.

Many silicon-based integrated circuit designs for monolithic reconfigurable RF front-ends

have been reported as possible alternatives to numerous fixed-frequency acoustic filters.

High-order N -path filters in CMOS provide acoustic-filter-like selectivity at close-in offset

frequencies but have limited tuning range and rarely operate above 2 GHz due to lossy

coupling networks, parasitic effects, and the need of multi-phase square-wave RF clocks[36],

[50]. Q-enhanced LC-resonator-based RF band-pass filters have been demonstrated with wide

frequency tuning ranges, but they suffer from elevated noise levels and degraded linearity as

active components are utilized for achieving high-Q on chip [37]. Mixer-first direct-conversion

or low-intermediate-frequency (low-IF) receivers are also widely tunable and have excellent

∗∗This chapter is adopted from author’s own works [78], [79]
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Figure 3.1: High-IF mixer-first superheterodyne front-end: conceptual diagram.

out-of-band (OOB) linearity in the presence of blockers at far-out frequency offsets; however,

they have limited suppression and linearity for close-in interference [38]–[41], [54]. Finally,

filtering-by-aliasing receivers have been reported with superior close-in interference suppression

but are limited to sub-1-GHz RF operation even when implemented in advanced CMOS

nodes [80].

By combining a passive or parametric mixer and high-order filters in a mixer-first high-IF

superheterodyne architecture, several recent works have demonstrated a new direction for

reconfigurable RF front-ends [32], [33], [81], [82]. The idea is straightforward (see Fig. 3.1).

The mixer converts the frequency of an incoming signal to a fixed high IF. Then, an IF

high-order filter with a sharp filtering response suppresses interference before connecting to

active components that are prone to high-power interference. By varying the mixer local

oscillator (LO) frequency, these mixer-first superheteodyne reconfigurable front-ends [32],

[81] provide widely-tunable RF operations with a much smaller filter count compared to an

exhaustive filter bank design (e.g. [11]).

Using parametric varactors modulation, low-noise and input-matched superheterodyne

mixer-first RF front-ends have been demonstrated in [81], [82]. However, in a parametric

mixer, both the LO and signal voltages are across the same two terminals of each varactor,

resulting in spurious inter-modulation signals that are removed using bulky isolators in

[81]. Also, parametric varactors modulation is inherently non-linear, deteriorating the mixer

linearity performance especially for low-cost CMOS implementations [83].

Unlike the non-linear varactor-based parametric converters, linear periodically time-

varying (LPTV) N -path passive mixers using transistor switches are highly linear [53]. A

gigahertz-high-IF passive-mixer-first RF front-end using a surface-acoustic-wave (SAW) IF
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filter – essentially a passive-mixer-first acoustic-filtering front-end – has been demonstrated

with matched RF input, low noise, and high linearity in [32]. The key challenge associated with

a passive-mixer-first acoustic-filtering superheterodyne front-end is the impedance aliasing

that arises from 1) a high-IF superheterodyne architecture and 2) non-negligible out-of-band

(OOB) impedance from IF acoustic filters [33]. An LC-based impedance shaping network

has been introduced in [32] to suppress the impedance aliasing, concurrently achieving input

matching, low noise, and high linearity. However, the work in [32], [33] uses many off-chip IF

passive components and only has an RF bandwidth (BW) of 65 MHz.

In [78], we presented a mixer-first acoustic-filtering front-end with a new IF-and-baseband

mixed-domain recombination architecture. Compared to the prior work [32], [33] that

uses IF-only recombination, the proposed mixed-domain recombination supports a wider

instantaneous BW and higher RF while reducing the number of IF passive components that

are lossy and bulky.

This article is an expanded version from [78]. An overview of bulk-acoustic wave (BAW)

filter basics and a new simplified N -path commutated-LC circuit analysis are described

in Section II. Section III introduces the mixer-first acoustic-filtering RF front-end using

mixed-domain recombination with additional analyses and discussions on image-rejection,

frequency planning, and noise performance. More implementation and simulation details

are reported in Section IV. Finally, updated and additional measurement results with more

detailed discussions are presented in Section V.

3.2 LPTV Mixer-First Acoustic-Filtering Front-End

We start with a brief review of the key characteristics and challenges associated with acoustic

filters. Understanding of these plays a pivotal role in engineering an RF front-end architecture

with desired system-level performance. Then, we introduce LPTV passive-mixer-first acoustic-

filtering front-ends and its architecture evolution using a new energy-conservation-based

analysis for switched-band-pass-filter circuits.

3.2.1 RF Acoustic Filters

Acoustic wave propagation in common RF materials have orders-of-magnitude smaller wave-

length and lower loss compared to those in their electromagnetic counterparts [84]. Due to

these fundamental advantages, acoustic filters have low loss, high selectivity, and compact

form factors, resulting in their pervasiveness in modern commodity mobile devices.

A high-frequency acoustic filter often consists of several bulk-acoustic wave (BAW)
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Figure 3.2: BAW ladder filter: (a) BAW resonator structure, (b) BAW resonator
Butterworth-Van-Dyke (BVD) model, (c) a design example and (d) its simulated
S-parameters.

resonators, while surface-acoustic wave (SAW) resonators are typically deployed for low

frequency (e.g. below 2 GHz) applications [12], [85]. Given that the fractional bandwidths

of acoustic filters are fundamentally limited by the efficiency of their electromechanical

transduction [84], [85], we focus on BAW filters in this article as their high-frequency

operation results in wide instantaneous bandwidths. A simplified BAW resonator structure is

depicted in Fig. 3.2(a), consisting of a layer of piezoelectric material sandwiched between

two metal electrodes [12]. The resonance frequency is determined by the thickness of the

piezoelectric material layer and the thickness and mass of the electrodes. The electrical

behavior of a BAW resonator can be approximately captured by an equivalent circuit using

the Butterworth-Van-Dyke (BVD) model [12], [14], [67] as shown in Fig. 3.2(b) where C0 is

the static capacitance, LD and CD are dynamic (also called motional) inductor and capacitor,

respectively.
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By connecting several BAW resonators in a ladder topology, an acoustic filter can be

constructed as depicted in Fig. 3.2. Although they are on the same wafer and, hence, have the

same thickness of the piezoelectric material layer, the shunt resonators have lower resonance

frequencies compared to the series ones by introducing a mass loading layer [85]. Following

the principles summarized in [85], we build an acoustic filter made of BVD-based resonators

centering at 2.6 GHz with a bandwidth of 200 MHz [see Fig. 3.2(c)]. The simulated filter

S-parameters are shown in Fig. 3.2(d) with nearly zero insertion loss, excellent close-in and

OOB rejection, and good input/output return loss.

Despite their pervasiveness, existing acoustic filter technologies face a couple of key

challenges for future high-frequency and broadband RF applications. Firstly, acoustic filters

generally cannot be tuned across a wide frequency range and have somewhat fixed and

pre-defined operation frequencies which are defined by the thickness and mass of the building

materials. As more frequency bands are set to become available, e.g. the advent of sub-6-GHz

5G and WiFi 6, a whopping 100 filters are expected in a next-generation mobile device

[14]; this imposes significant challenges on RF front-ends in terms of cost, size, and design

complexity. Secondly, acoustic filters often provide superior performance only up to 3 GHz.

Scaling acoustic filters beyond 3 GHz faces many fundamental challenges as the thicknesses

of acoustic structures become too small at high frequencies to be manufactured in a low-loss,

low-cost, and reliable fashion [43], [84].

3.2.2 Mixer-First Acoustic-Filtering RF Front-End

Mixer-first high-IF acoustic-filtering front-ends address the aforementioned key challenges

faced by acoustic filters.

As depicted in Fig. 3.1, the input RF of a high-IF mixer-first acoustic-filtering front-end

is jointly defined by the LO frequency and the IF acoustic filter center frequency. By varying

the LO frequency, the front-end RF can be made widely tunable with fixed-frequency acoustic

filters. Moreover, a mixer-first acoustic-filtering front-end allows relatively low-frequency

acoustic filters being used at high-frequency bands as signals are frequency down-converted

prior entering the filters.

Mixer-first high-IF acoustic-filtering front-ends are distinguishable from monolithic mixer-

first direct-conversion receivers [38]–[41], [54] by their IF choices [33], [78].

In a mixer-first direct-conversion receiver, a low or zero IF is used for a high integration

level and low cost. For sub-6-GHz frequency bands, the upper frequencies of IF passbands

are less than a couple of hundred megahertz. This relatively low upper frequency limit would

make LC-based IF filters unacceptably bulky, and acoustic filters in this frequency range
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have very narrow bandwidth (tens of kilohertz to a few megahertz, e.g. [86], [87]). Therefore,

active RC-based baseband filters are often utilized in sub-6-GHz mixer-first direct-conversion

receivers[38]–[41], [54]. However, active filters limit the front-end frequency selectivity at RF

and the linearity at close-in frequency offsets.

In a mixer-first acoustic-filtering front-end, a high IF allows compact all-passive high-order

filters with broad instantaneous bandwidth, providing deep suppression of adjacent channel

interference with high linearity. The superior selectivity, linearity, and center frequency

tunability of a passive-mixer-first acoustic-filtering front-end come at the expense of requiring

off-chip acoustic filters and being not able to widely adjust filtering bandwidths, when

compared to monolithic mixer-first direct-conversion receivers [38]–[41], [54]. The development

of heterogeneously integrated mixer-first acoustic-filtering front-ends with tunable filtering

bandwidths (e.g. [88]) could be an interesting future research topic.

3.2.3 Evolution and Analysis of Switched-BPF Circuits

Here, we present the evolution of mixer-first acoustic-filtering front-ends using a new energy-

conservation-based analysis for switched-band-pass-filter circuits.

A mixer-first acoustic-filtering front-end can be simply constructed by having a double-

balanced passive mixer in front of an IF filter [see Fig. 3.3(a)]. We use a second-order RLC

band-pass filter first and replace it with acoustic filters later.

Let us derive the conversion gain and the input impedance of a double-balanced RF mixer

with a narrow-band RLC load where the mixer LO or clock frequency fC is significantly

larger than the RLC filter 3-dB bandwidth. While double-balanced RF mixers have been

studied extensively, most existing analyses have assumed either a purely resistive or an RC

load [9], [89].

Given a sinusoid source voltage vS = VSsin(ωSt+ ϕ) where ωS is the sum of the mixer

LO frequency ωC and the LC resonance frequency ωO, we find the output voltage can be

approximated as vO = VOsin(ωOt+ ϕ+ θ), i.e. a sinusoid with a constant amplitude VO and

phase shift θ. Intuitively, the output is a sinusoid as the high-Q RLC tank suppresses all the

LO harmonics except at the resonance frequency ωO = (LC)−0.5. In the steady state, the

output amplitude can be approximated as a constant since the time constant of our high-Q

RLC tank 2πRC is much larger than the LO period 1/fC .

To sustain a constant envelop sinusoid, the energy dissipated by the lossy RLC tank and

the source resistance has to be replenished by the voltage source over time. This results in

V 2
O

2RL

MTC =

∫ MTC

0

vS − vIN
R′

S

vIN , (3.1)
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Figure 3.3: Calculated (markers) using (3.2)(3.3)(3.5)(3.6) and simulated (lines)
switched-LC circuit conversion gain and input impedance (RS = 50 ohm, fC =2 GHz,
fO = 1/(2π

√
LC) =2.6 GHz): (a) a double-balanced passive mixer with an RLC load

(RSW =3 ohm and RLLC tank Q of 30), and (b) a 4-path switched-LC circuit (RSW =5
ohm and RLLC tank Q of 10).

where M is the number of mixer LO periods, TC = 1/fC , vIN = vO(t)sw(t), sw(t) is the

square-wave LO waveform given in Fig. 3.3(a), and R′
S = RS + 2RSW is the sum of source
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and switches resistances.

Substituting vIN = vO(t)sw(t) = vO = VOsin(ωOt+ϕ+ θ) · sw(t) and vS = VSsin(ωSt+ϕ)

into (3.1) and letting M → ∞, we arrive at the double-balanced mixer conversion gain as:

CGDB =
|Vo(ωO)|
|Vs(ωS)|

=
2πRL

π2R′
S + 8αRL

, (3.2)

where α =
∑H

h=1
1

(2h−1)2
and H is the number of LO harmonics. It has been shown that given

a high-Q RLC load with negligible load impedance at LO harmonics fO ± kfC where k is a

non-zero integer, the RF input impedance Rin,DB of the circuit in Fig. 3.3(a) is purely resistive

[33], [90]. With that, θ can be determined as π/2. Meanwhile, the RF input impedance can

be expressed as:

Rin,DB =
Vin(ωS)

Iin(ωS)
=

R′
SRL

π2R′
S/4 + (2α− 1)RL

+ 2RSW . (3.3)

A design example is used to verify (3.2)(3.3) with RS = 50 ohm, RSW =3 ohm, fC =2

GHz, fO = 1/(2π
√
LC) =2.6 GHz, and RLLC tank Q of 30, and varying RL. The calculated

and Cadence Spectre RF simulated conversion gains at 2.6-GHz IF and input impedance at

4.6-GHz RF are plotted in Fig. 3.3(a), showing a good match. Power conversion gain, defined

as the ratio between the power delivered to RL at fO and the maximum available power from

the source, can be readily calculated using (3.2). The simulated input impedance imaginary

parts are much smaller compared to its real parts, hence are omitted in Fig. 3.3(a).

From (3.2)(3.3), we know that a double-balanced passive mixer cannot achieve input

matching and low power loss at the same time. As in Fig. 3.3(a), the input impedance

increases with RL, and a RL of 800 ohm results in an RF input impedance of 42 ohm.

However, this results in a −10-dB power gain, or a 10-dB power loss. Alternatively, a 50-ohm

input impedance can be obtained by increasing RSW , but this increases power loss as well as

more power will be dissipated by RSW .

An N -path switched-LC circuit breaks the matching-loss trade-off as the multiple paths

result in reduced harmonic components at RF [33], similar to that in an N -path switched-RC

circuit [18], [21], [90]. Here, conservation of energy is applied to the 4-path switched-LC

circuit in Fig. 3.3(b), resulting in

V 2
O

2RL

MTC =
M−1∑
m=0

∫ mTC+kTC/4

mTC+(k−1)TC/4

vS − vO,k

R′
S

vO,k. (3.4)

where k corresponds to the k-th path of the 4-path switched-LC circuit in Fig. 3.3(b).

Substituting vO,k = VOsin[ωOt+ ϕ+ θ + (k − 1)π/2] and vS = VSsin(ωSt+ ϕ) into (3.4)
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and letting M → ∞, we arrive at the conversion gain and the input impedance of the 4-path

switched-LC circuit as

CG4path =
|Vo,k(ωO)|
|Vs(ωS)|

=
2
√
2

π

RL

RL + 4R′
S

, (3.5)

Rin,4path = RSW +Rsh||(γRL), (3.6)

where Rsh = R′
S

Nγ
1−Nγ

, γ = sinc2(π/N)
N

, and we’ve assumed 2fIF does not equal integral multiples

of fC and let θ = π/4 for resistive input impedance. The generalized analysis in [33] yields

the same results when loaded with high-Q RLC tanks.

Figure 3.3(b) shows a design example with RS = 50 ohm, RSW =5 ohm, fC =2 GHz,

fO = 1/(2π
√
LC) =2.6 GHz, RLLC tank Q of 10, and a varying RL. The calculated and

simulated conversion gains at 2.6-GHz IF and input impedance at 4.6-GHz RF are plotted

in Fig. 3.3(b), showing a good match. Power conversion gain, the ratio between the power

delivered to all load resistors at fO and the maximum available power from the source, can

be readily calculated using (3.5). The simulated input impedance imaginary parts are much

smaller compared to its real parts, hence are omitted in Fig. 3.3(b).

As shown in Fig. 3.3(b), a matched input impedance of around 50 ohm and low power

loss of 1.4 dB can be achieved simultaneously in a 4-path switched-LC circuit with RSW of 5

ohm and RL of 250 ohm.

Next, let us replace the LC filter in Fig. 3.3(b) with the 2.6-GHz BVD-based BAW filter

given in Fig. 3.2(c). The switched-BAW-filters circuit is shown in Fig. 3.4(a) with RS = 50

ohm, RSW =5 ohm, fC =2 GHz, fO = 1/(2π
√
LC) =2.6 GHz, and ideal 2.2:1 transformers

to boost the in-band impedance from 50 ohm to 250 ohm.

However, directly replacing the LC filter with the BAW filter results in poor RF input

matching of around −5 dB and excess power loss of 7 dB as in Fig. 3.4(a). We attributed

the sharp performance degradation to impedance aliasing as detailed in [33]. Compared to a

second-order RLC filter, a high-order BAW filter together with its inter-chip connections have

significant impedance at out-of-band LO harmonic frequencies. Through the switching-based

mixing operation, the load impedance ZL components at the LO harmonic frequencies are all

translated to RF, becoming indistinguishable, or aliases of one another. Therefore, impedance

aliasing degrades input matching and introduces excess loss; this is especially prominent with

a wide RF range, as a large number of RF impedances can be aliased.

We found in [32], [33] that it is possible to mitigate impedance aliasing by suppressing the

ZL at out-of-band LO harmonic frequencies via an impedance shaper as shown in Fig. 3.4(b).

The shunt LC circuit with a tank Q of 10 provides low impedance path at out-of-band LO
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harmonic frequencies, restoring the RF input matching and reducing power loss from 7 dB

to 2.5 dB. The simulated input reflection and power loss are sightly worse compared to

those predicted by (3.5)(3.6) due to the finite impedance suppression provided by the LC

impedance shaper.

3.3 Mixer-First Acoustic Filtering Using Mixed-Domain

Recombination

Despite favorable input matching and power loss, the mixer-first acoustic-filtering front-end

in Fig. 3.4(b) requires four IF paths and lacks analog-domain image rejection. Each IF

path consists of an acoustic filter and an IF receiver. Having too many IF paths increases

the system cost, size, and power consumption. Without analog-domain image rejection, an

image-band blocker could stress the receiver baseband and analog-to-digital converter (ADC)

dynamic range requirements, again, adding cost, size, and power consumption.

To reduce the IF paths count and to suppress image-band interference, an IF recombination

network was introduced in [32] (see Fig. 3.5). With the IF recombination, the filtering front-

end resembles a Hartley image-rejection receiver which needs a 90◦ phase shift and a signal

summation before the IF filter [9], [89]. For high linearity, a lumped CLC phase shifter and

a transformer balun were used as in Fig. 3.5.

However, the mixer-first acoustic filtering with the IF-only recombination in Fig. 3.5

comes with two drawbacks.

First, the usage of many lossy IF passive components degrades the sensitivity of the

front-end. To reduce the loss of passives, a low IF is preferred as electromagnetic-induced

losses typically increase with frequency. But, a low fIF results in narrow acoustic filter

bandwidth fBW = kFBW × fIF as the fractional bandwidth kFBW is fundamentally limited by

the eletromechanical coupling [85], [91]. Also, a low IF reduces image-band blocker filtering

as detailed in Section III-C.

Another drawback lies in the capability of coping with in-phase and quadrature (I-

Q) imbalance which needs to be kept small for high image rejection. Tuning IF passive

components can compensate the I-Q imbalance, but it comes with significant loss penalty

especially with inductance tuning.

3.3.1 Architecture

In this work, we propose a new IF-and-baseband mixed-domain recombination architecture

for mixer-first acoustic filtering as shown in Fig. 3.6. Following a 4-path switched-LC passive
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mixer, there are two on-chip transformer baluns. Each I- or Q-path balun acts as the LC

impedance shaper inductor and the first-stage IF recombination that merges 4 paths into 2,

halving the IF filter and receiver count. After the IF BAW filters suppressing out-of-band

interference, two IF quadrature direct-conversion receivers are adopted. The I-Q baseband

outputs of the IF receivers are connected, acting as the second-stage recombination at

baseband.

Quantitatively, the RF front-end operates as follows.

Modeling an incoming desired signal as a sinusoid VScos(ωst) and the RF front-end

mixer differential LOs as cos(ωLO1t+ ϕLO1) and sin(ωLO1t+ ϕLO1), the outputs at IF after

the RF mixer and IF recombination can be expressed as xI = g1VScos(ωIF t − ϕLO1) and

xQ = −g1VSsin(ωIF t− ϕLO1), where ωIF = ωs − ωLO1 and g1 is the RF front-end conversion

gain.

Since the IF receivers and the baseband recombination in Fig. 3.6 form a complex mixer

[92], let us define x = xI + jxQ, y = yI + jyQ and w = wI + jwQ, where yI and yQ are the

outputs after the IF BAW filters and wI and wQ are the IF mixer I-Q LOs. This way, the

final outputs after the baseband recombination can be written as z = zI + jzQ = g2y · w,
where g2 is the IF receiver conversion gain.

Given x = g1VSe
−j(ωIF t−ϕLO1), we have y = g1gF (ωIF )VSe

−j[ωIF t−ϕLO1+ϕF (ωIF )], where

gF (ωIF ) and ϕF (ωIF ) are the magnitude and phase responses of the BAW filter at ωIF ,

respectively.

Finally, assuming the IF mixer LOs as w = wI + jwQ = ej(ωLO2t+ϕLO2), the final complex

output is

zS = g2y · w = g1gF (ωIF )g2VSe
j[ωBBt+ϕLO−ϕF (ωIF )], (3.7)

where ωBB = ωLO2 − ωIF ≈ 0 and ϕLO = ϕLO1 + ϕLO2.

From (3.7), we see that the desired incoming signal at ωS is received at baseband, while a

strong close-in blocker is suppressed significantly thanks to the high frequency selectivity in

BAW filter gain gF .

If an image-band interference VIMcos(ωIM t) enters the front-end, where ωIM = fIF −(fS−
fIF ) = 2fIF−fS, the complex output after the IF filters becomes yIM = g1gFVIMej(ωIF t+ϕLO1+ϕF ).

The output at the receiver baseband is

zIM = g2yIM · w = g1gF (ωIF )g2VIMej[2ωIF t+ϕLO+ϕF (ωIF )]. (3.8)

This means that the image signal is frequency translated to a much higher frequency (2ωIF ≫
ωBB) and can be subsequently filtered along the receiver baseband chain.
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When compared with the prior IF-only recombination design in Fig. 3.5, the new mixed-

domain architecture pushes the 90◦ phase shift and final stage recombination from the IF

signal path to IF receiver LO path and baseband, respectively.

By having LO-path phase shift and baseband recombination after the IF receiver low-

noise amplifier (LNA), their associated noise penalty is minimized. Also, comparing to

the intrinsically narrowband signal-path CLC phase shifter, LO-path 90◦ phase shifting is

broadband and readily available in high-performance IQ receivers.

Compared to the IF-only recombination design, it is less lossy to incorporate a higher

IF in the proposed architecture as the mixed-domain recombination eliminates the IF CLC

phase shifter and final stage IF transformer balun. This high IF enables a wider acoustic

filter bandwidth as it is proportional to its center frequency. A high IF also eases the filtering

of image-band blocker as detailed in Section III-C.

The benefits of our proposed architecture come at the expense of requiring one more IF

acoustic filter and receiver. However, since only two identical acoustic filters are needed,

they can be fabricated together using the same process and, hence, have a significantly

lower cost compared to having two acoustic filters at different frequencies [11]. In fact, it

is essential to use two adjacent acoustic filters on the same die to reduce the I-Q mismatch

in the proposed mixed-domain recombination architecture as discussed shortly in Section

III-B. The additional IF receiver does consume more power and chip area, but it reduces

the front-end noise figure (see Section III-D) and modern inductorless receivers in nanoscale

CMOS processes are compact and power efficient.

Our proposed architecture resembles a Weaver image-rejection receiver but has two

distinctions compared to prior works (e.g. [93]). Firstly, eliminating the RF LNA and

utilizing a mixer-first design significantly enhances the front-end dynamic range. Secondly,

the choice of a gigahertz IF allows us to use high-linearity passive acoustic filters to replace

active filters. Also, a gigahertz high IF leads to a wide frequency separation between the

image band and the desired signal band, easing the design of a high-pass image filter [94].

A conceptual comparison between our proposed mixer-first acoustic filtering and a con-

ventional filter-bank-based front-end is depicted in Fig. 3.7. In a conventional multi-band RF

front-end, a bank of acoustic filters with different center frequencies connects to an antenna

via a static RF single-pole-multi-throw switch and matching networks (MNs) [12], [14]. Each

acoustic filter is then connected to a dedicated radio-frequency integrated circuits (RFIC)

LNA. A multiplexer switch selects one of the LNAs for further signal processing [95]. This

approach requires a large number of different filters and lacks flexibility to incorporate future

frequency bands after deployment in the field. Our design effectively makes the single-pole-

multi-throw RF switch periodically rotate among a bank of identical filters, making the
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input frequency programmable and jointly defined by the switch rotational or commutation

frequency and the filter center frequency.

3.3.2 I-Q Mismatch and Image Rejection Compensation

One challenge in our architecture is the I-Q mismatch which leads to degraded image rejection.

While it has been shown that image rejection can be obtained in the digital domain [96], an

image-band blocker could stress the dynamic range requirement of the analog front-end and

saturate the receiver.

Let us re-calculate the image-band response in presence of I-Q mismatches. Assume

that the I-Q mismatch is dominated by the the BAW filters, including the BAW-RFIC

interconnects, and the I-Q BAW filters have magnitude and phase responses of [1±∆g(f)]gF (f)

and ϕF (f)±∆ϕF (f), respectively. The receiver normalized complex baseband output can be

found as

zIM,mis

g1gF (ωIF )g2VIM

≈ ej[2ωIF t+ϕLO+ϕF (ωIF )]

−∆g(ωIF ) · ej[ωBBt−ϕLO−ϕF (ωIF )]

+ j∆ϕF (ωIF ) · ej[ωBBt−ϕLO−ϕF (ωIF )],

(3.9)

where we have neglected higher-order mismatch terms, e.g. terms that include ∆g ·∆ϕF .

Comparing (3.8) and (3.9), we see that the second and the third terms in (3.9) are the

results of I-Q mismatches. They fall inside the receiver passband after IF mixers, corrupting

the desired signal. This finite image rejection is quantified through image rejection radio

(IRR) [9], and it can be found from (3.9) that IRR = 10lg(∆g2 +∆ϕ2
F ).

To quantify the amount of gain and phase mismatches, we measured two Qorvo QPQ1285

BAW filters. As shown in Fig. 3.8, the worst-case gain and phase mismatch of 0.2 dB and 7

degree are observed. This mismatch results in 24 dB image rejection based on (3.9).

To suppress the spurious tones in (3.9) due to I-Q mismatches, we introduce I-Q mismatch

compensation circuitry at baseband akin to that in [93]. As shown in Fig. 3.9, after each IF

receiver mixer, there is a vector modulator, VMij where i, j = I,Q. Each vector modulator

consists of a main input and an auxiliary input. The signal for the main input is first directly

fed to the vector modulator output with unity gain, corresponding to the same component

from that (see Fig. 3.6) without I-Q mismatch compensation. In addition, each vector

modulator imparts adjustments to its main and auxiliary path magnitudes for I-Q mismatch

compensation, through weights Mij and Aij, respectively.
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Assuming the IF receiver LO I-Q mismatch is negligible after calibration, the vector

modulator I-Q mismatch compensation conditions at the I path are:

√
M2

II + A2
II =

1

1 + ∆g
, arctan

AII

MII

= −∆ϕF ,√
M2

QQ + A2
QQ =

1

1−∆g
, arctan

MQQ

AQQ

= ∆ϕF . (3.10)

I-Q mismatch at the Q path can be similarly compensated using vector modulators VMIQ

and VMQI.

Satisfying (3.10) across a wide instantaneous bandwidth is challenging due to the frequency

selectivity difference between the vector modulators and the I-Q mismatches ∆g and ∆ϕF .

This challenge associated with wideband I-Q mismatch compensation is known (e.g. see [93],

[94]) and similar to the challenge of wideband self-interference cancellation using frequency-

flat vector modulators [97], [98]. Using two adjacent acoustic filters from the same die

should reduce I-Q mismatches, increasing the image rejection bandwidth. Also, replacing

frequency-flat vector modulators with multi-tap analog filters should also increase the image

rejection bandwidth as demonstrated in broadband interference cancellation [99], [100].

Fortunately, in addition to widening the instantaneous bandwidth, a high IF allows us

to use a fixed-frequency high-pass filter to provide additional image filtering as discussed in

Section III-C.

3.3.3 Image Filtering and Frequency Planning

The high-IF architecture of the proposed widely-tunable filtering front-end allows us to insert

a fixed-frequency RF high-pass filter for additional image suppression. Given an IF and an

image filtering requirement, we can determine the front-end RF range.

We start with a high IF that satisfies the instantaneous bandwidth requirement. With an

IF of 2.6 GHz, a 6.5% filter fractional bandwidth results in an instantaneous bandwidth of

170 MHz.

The proposed widely-tunable RF front-end with an input fixed-frequency high-pass filter

is depicted in Fig. 3.10. As shown in Fig. 3.10(b), when fLO1 < fIF , the signal and image

bands are located at fS = fLO1 + fIF , and fIM = fIF − fLO1, respectively. On the other

hand, when fLO1 ≥ fIF , the signal remains at fS = fLO1 + fIF but the image band changes

to fIM = fLO1 − fIF .

To ease the RF high-pass filter design requirements, the separation between the lowest
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signal frequency fS,L and the highest image frequency fIM,H should be maximized. If the

lowest signal frequency is given as fS,L = fLO1,L + fIF , where fLO1,L is the lowest front-end

mixer LO frequency, the highest image frequency is fIM,H = fLO1,L−fIF = 2fIF −fS,L. When

front-end mixer operates with an LO frequency of fLO1,L (the signal and image interference

at fS,L and fIM,H , respectively), we can write the worst-case image filtering ratio (IFR) as

IFRmin = α · 20lg fS,L
2fIF − fS,L

, (3.11)

where α is the order of the RF high-pass filter. Given α = 5 and an IFRmin of 30 dB, we

have fS,L = 4
3
fIF . Given fIF=2.6 GHz, fS,L = 4

3
fIF=3.47 GHz and fIM,H = 2fIF − fS,L=1.73

GHz.

Since a fixed-frequency high-pass filter is used, the highest signal frequency fS,H is set

by fS,H − 2fIF = 2fIF − fS,L to retain the worst-case image filtering ratio IFRmin in (3.11).

This gives us fS,H = 8
3
fIF . Given fIF=2.6 GHz, fS,H = 8

3
fIF=6.94 GHz.

Like other high-IF superheterodyne receivers, LO feedthrough can potentially saturates

the subsequent IF receivers [94]. Specifically, the RF LO can leak to the IF filters, and if

the RF LO is inside the IF filter passband, it can reach the IF receiver causing possible

saturation. The most significant LO feedthrough happens when fLO1 = fIF , corresponding

to a 5.2-GHz RF. Symmetrical mixer designs and an LO leakage cancellation circuitry (e.g.

[101]) can be used to reduce the LO feedthrough.

The RF LO also can leak to the antenna port similar to mixer-first direct-conversion

receivers. Unlike a direct-conversion mixer-first receiver, the LO leakage can be filtered by

the input high-pass filter in our high-IF mixer-first superheterodyne front-end. For the RF

range of 3.5 to 6.1 GHz, the front-end mixer LO frequency is from 0.9 to 3.5 GHz. This fLO1

range is outside of the high-pass filter passband, and the corresponding LO leakage will be

suppressed.

3.3.4 Noise Analysis

Here, we calculate the noise figure of the mixer-first acoustic-filtering front-end with proposed

mixed-domain recombination. We ignore all reactive components for our in-band noise

analysis for simplicity.

Looking at Fig. 3.6, first, the total output noise at the I or Q path is 4K2
foldg

2
1g

2
Fg

2
2V

2
n,RS,

where g1, gF , g2 are (conversion) gain of the front-end mixer, IF filter, and IF receiver,

respectively, as used in Section III-A, and Kfold ≈ 1.13 is a constant that factors in the noise

folding effect of 25% duty-cycle 4-path mixing [102]. The factor 4 is due to the fact that the

summing noises at the receiver baseband are correlated as they both originate from the same

63



source noise V 2
n,RS.

Second, the contribution of the IF receiver can be determined. The IF receiver consists of

two paths that combine at the baseband output, and each path has its own LNA, mixer, and

baseband transconductance cells as in Fig. 3.6. Given the noise figure of a standalone single

path to be FRX , the total output noise at the I or Q output due to the entire IF receiver is

2(FRX − 1)g22V
2
n,RIF , where g2 is the conversion gain of the standalone single-path receiver as

in Section III-A, V 2
n,RIF is the source noise of FRX . Since the thermal noise of an LTI passive

network can be calculated from its impedance [9], we have V 2
n,RIF = 4kTRIF where RIF is the

impedance looking into the IF filter from the IF receiver input. We have ignored noise folding

for the IF receiver assuming the IF filters have significantly suppressed the out-of-band noise.

Unlike the source noise, the noises of the two IF receiver paths are uncorrelated, resulting in

the factor 2 in the total output noise.

Next, we will determine the noise contribution of the lossy RF front-end mixer and IF

filters. The noise seen at the I or Q filter output is Vn,RIF = Kfoldg1gFVn,RS + Vn,RMF , where

Vn,RS is the RF source noise and Vn,RMF is the thermal noise from the RF mixer and IF filter.

Since Vn,RS and Vn,RMF are uncorrelated, we arrive at V 2
n,RMF = 4kT (RIF −K2

foldg
2
1g

2
FRS).

Therefore, the total output noise due to the lossy RF front-end mixer and IF filters is

2g22V
2
n,RMF .

Finally, the total chipset noise factor FTotal can be expressed as

FTotal = K2
fold +

(FRX − 1)g22V
2
n,RIF + g22V

2
n,RMF

2g21g
2
Fg

2
2V

2
n,RS

=
1

2
(K2

fold +
FRX

g21g
2
F

RIF

RS

).

(3.12)

From (3.12) we see the noise is halved which is another benefit of having a dual I-and-Q

IF paths besides eliminating the lossy IF components in Fig. 3.5. This noise benefit is at

the expense of increased dc power consumption using two IF receiving paths. In addition,

interestingly, (3.12) tells us that reducing RIF with respect to RS also can reduce noise. The

usage of I-Q mismatch compensation in Fig. 3.9 is expected to have negligible impact on the

noise figure as the IF receiver noise figure is dominated by its LNAs. In Sections V-A, we

compare simulated and measured noise figures with those predicted by (3.12), showing good

matches.
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3.4 Circuit Implementations

We devised a proof-of-concept prototype of the proposed mixer-first acoustic-filtering front-

end with mixed-domain recombination using a 65 nm CMOS process and commodity BAW

filters. The block diagram and schematic of the RF front-end mixer and IF receiver chipset

two 2.6-GHz Qorvo QPQ1285 BAW filters are depicted in Fig. 3.11.

3.4.1 RF Passive Mixer with Asymmetric IF Transformer Balun

Similar to many mixer-first receivers and N -path filters [36], [38], [41], a differential architec-

ture is utilized for the RF mixer front-end. A wideband 1:1 off-the-shelf transformer is served

as a balun at the RF input to facilitate single-ended measurements. Also, the differential

implementation reduces the source impedance seen by the mixer-first front-end, relaxing the

impedance step-up transformation requirement [33].

Mixer switches are designed to have an on-resistance of 8 Ω for a balance between front-end

power conversion loss and LO path DC power consumption. As in our prior work [33], the

mixer switches are realized using deep-N-well transistors, allowing us to use bootstrapping

resistors at their bulk nodes as depicted in Fig. 3.11(a). An on-chip divide-by-2 circuitry

is used to generate the 25% duty-cycle clocks that drive the mixer switches. Ac coupling

capacitors are utilized at the RF input which are also act as a first-order high-pass image

filter.

While simultaneously acting as parts of the LC impedance shaper and the IF recombina-

tion, the on-chip transformer baluns could introduce significant loss in practice, desensitizing

the receiver front-end. We have derived the transformer loss or efficiency analytically using a

simplified model as in Fig. 3.12. The power efficiency defined as the ratio between the input

and output power shown in Fig. 3.12 can be calculated

η =

(
1 +

ωIFL2

Q2RIF

+
1

k2

RIF

Q1ωIFL1

)−1

, (3.13)

where Qi =
ωIFLi

Ri
, i =1 or 2, and we’ve assumed C1 resonates with the inductive component

at IF.

Based on (3.13), a low-loss or high-efficiency transformer requires high Q and coupling

factors. However, there exists a trade-off between Q and coupling factors in integrated

transformers. A coplanar transformer features high Q but has limited coupling. A stacked

transformer has strong coupling but uses a lower thin metal layer, degrading the Q factor.

Interestingly, based on (3.13) we find that the transformer efficiency is asymmetrical

between the primary and secondary winding Q factors, and the efficiency is mostly determined
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by the primary Q1 (see Fig. 3.12).

Based on this insight, we adopt a 2:2 stacked transformer achieving a high coupling around

0.9. The top thick metal is assigned to the primary resulting in a Q of 13.8 with 0.8 dB loss

at 2.6 GHz IF while the secondary has a Q of 5.6 and a loss of 0.3 dB. Both the primary and

secondary windings of IF transformers have inductance of 2 nH for a balance between area

and power loss. The design considerations related to inductance choice are detailed in [33].

On each in-phase or quadrature path, a 5-bit switched capacitance bank is inserted

between the mixer switches and IF transformer to tune the impedance shaper resonance

frequency to 2.6 GHz. At each front-end balun output, an on-chip capacitor and a 2-mm

bond wire form an L-shape matching network further boosting the IF load impedance.

In post-layout simulation, when loaded with 50-ohm termination, the RF mixer front-end

has a power conversion loss of 5 dB and input matching of −13 dB with a 3.5 GHz RF. Based

on (3.5), the minimal achievable loss is 1.6 dB with 8-Ω RSW . We found additional 1.7-dB

loss due to the RF switch parasitics, 1.4-dB loss from the on-chip transformer balun, and

another 0.3-dB loss due to the on-chip first-order high-pass filter capacitor, as well as finite

LO rising and falling times.

3.4.2 IF Complex Receiver with I-Q Mismatch Compensation

As to the IF receiver, each I or Q path consists of a resistive feedback low-noise amplifier

(LNA) as shown in Fig. 3.11(b) followed by a 4-phase passive mixer. One clock generation

circuit is shared among two receiving paths. In the presence of RF input bond wire and

parasitic capacitance of on-chip pad, electrostatic discharge (ESD) diodes, and package lead,

each IF receiver alone has an input matching of < −13 dB and a double-side band (DSB)

noise figure of 2.8 dB at 2.6 GHz RF in simulation.

As discussed in Section III-B, we compensate front-end I-Q mismatch in the IF receiver

baseband. As shown in Fig. 3.11(c), we implement a 7-bit vector modulator at each IF receiver

I or Q baseband output. The outputs of the vector modulators are added in the current

domain for high linearity in the presence of image-band blockers. The vector modulator

unit cell transconductance amplifier is similar to that reported in [103]. As illustrated by

(3.10), the baseband compensation essentially uses the vector modulators to create a complex

adjustment weight that mimics the I-Q mismatch. This resembles a vector-modulator-based

self-interference cancellation, and it has been shown that our 7-bit vector modulators together

can compensate a wide range of I-Q amplitude and phase mismatches [98].
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3.5 Measurement Results

As depicted in Fig. 3.13, the RF front-end mixer and IF receiver 65-nm CMOS chips are

assembled using QFN packages and mounted on an FR-4 PCB with the two Qorvo QPQ1285

2.6-GHz BAW filters. A 1:1 balun (Johanson Technology Inc., 4400BL15A0050E) is used to

facilitate single-ended measurements and its loss has been de-embedded. Also, the loss of long

IF PCB traces between the BAW filter outputs and the IF receiver inputs is de-embedded.

Both the RF front-end and the IF receiver chips use 1.2-V supplies. The RF front-end chip

has a dc power consumption of 28 to 48 mW with 3.5-to-6.5-GHz RF, and the IF receiver

chip draw 62 mW power in the nominal setting.

3.5.1 Fixed LO Small-Signal Measurements

Using an RF and IF LO of 1.04 GHz and 2.6 GHz, respectively, the filtering front-end chipset

was first measured operating at 3.64 GHz near the lowest RF. This corresponds to the smallest

frequency separation between the signal and its image with the worst-case image filtering as

discussed in Section III-C.

The measured and simulated chipset RF input reflection coefficient (S11), noise figure

(NF), and conversion gain from RF to receiver baseband are plotted versus input RF in

Fig. 3.14 without I-Q mismatch compensation. The measured BAW filter S-parameters are

also plotted as a reference.

As can be seen in Fig. 3.14, our receiver chipset conversion gain preserves the sharp

frequency selectivity of the IF BAW filter but gets frequency translated to an RF-mixer-LO-

defined higher frequency. Besides the IF BAW filter, the receiver chipset pass-band response

is affected by the front-end mixer LC impedance shaper and the IF receiver baseband RC

filtering. This results in an instantaneous bandwidth of 160-to-170 MHz controlled by the

receiver baseband RC setting.

The chipset has measured conversion gain of 20 dB, noise figure of 10 dB, and input S11

of < −10 dB. Reasonable matches between simulated and measured gain and S11 results are

observed. Regarding noise figure, given simulated 5-dB RF passive mixer loss g1 and 2.8-dB

standalone IF receiver noise figure FRX mentioned in Section IV and BAW filter loss g2 of

3 dB, the calculated chipset noise figure is 8.2 dB based on (3.12). This is lower than the

simulated noise figure of 9.5 dB due to the non-ideal impedance matching at various RF and

IF interfaces. For example, given an RIF of 68 Ω which corresponds to a −16-dB S11, the

calculated noise figure using (3.12) increases from 8.2 dB to 9.5 dB.

Without I-Q mismatch compensation – in other words, the receiver baseband vector

modulator weights Mij and Aij are all set to be zero (see Fig. 3.9), the measured image
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rejection ratio is from 18 dB to 21 dB with an average of 19 dB across a 160-MHz signal BW.

Next, we used IF receiver baseband vector modulators to compensate I-Q mismatch for

improved image rejection ratio. The measured conversion gain and NF with I-Q mismatch

compensation are plotted in Fig. 3.15. As expected, the measured signal-band conversion

gain and noise figure are almost identical to those in Fig. 3.14. However, the average image

rejection ratio is improved from 19 dB to 42 dB after I-Q mismatch compensation. Because

of the frequency selectivity difference between the vector modulators and the I-Q mismatches

[see Section III-B and (3.10)], The image rejection experiences a larger variation of 33-to-45

dB, compared to 18-to-21 dB.

Finally, we measured the chipset with a fixed-frequency RF input high-pass filter (Mini-

Circuits, VHF-3100+), and the results are shown in Fig. 3.16. This high-pass filter further

improves the average image rejection ratio to 81 dB across the 160-MHz bandwidth, while

degrading the conversion gain and noise figure by 0.8 dB. As discussed in Section III-C

and based on the measured high-pass filter response, this fixed-frequency high-pass filter

would provide an additional 32-to-45 dB image rejection across the entire 3.5-to-6.5-GHz RF

operation range.

3.5.2 Small-Signal Measurements Across LO Frequencies

The measured chipset conversion gain, noise figure, and input reflection coefficient (S11)

across seven different RF LO frequencies (IF receiver LO is fixed at 2.6 GHz) are plotted in

Fig. 3.17. For beyond-6-GHz RF, the conversion gain is measured with a noise source, and

hence only in-band gain is reported. Across the entire RF range of 3.5-to-6.5 GHz, the chipset

has 18-to-20 dB conversion gains, 10-to-12 dB noise figures, and < −6 dB S11. The simulated

S11 results are plotted in Fig. 3.17 showing a good match with those in measurements. The

S11 is degraded beyond 5-GHz RF due to parastics associated with the QFN package, bond

wire, as well as on-chip pads and ESD diodes.

3.5.3 Large-Signal Measurements

The measured mixer-first acoustic-filtering chipset in-band linearity results are shown in

Fig. 3.18 with RF at 3.5 GHz. The measured output-referred in-band 1-dB compression point

(P-1dB) is −4 dBm while the in-band output-referred IP3 is +10 dBm. The in-band linearity

is dominated by the IF receiver baseband vector modulators.

The measurement setups for out-of-band linearity measurements and their results are

shown in Fig. 3.19. The measured blocker-induced 1-dB compression point (B-1dB) and IIP3

at at 1×RF bandwidth offset are +5 dBm and +27 dBm, respectively. This high-linearity at
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this close-in frequency offset is achieved through the sharp filtering from the IF BAW filters.

As the out-of-band blocker frequency offset increases, the B-1dB and IIP3 saturate to about

+9 dBm and +30 dBm, respectively, and they are limited by the RF mixer switches.
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Figure 3.4: Switched-BAW-filters circuits and simulation results: (a) without and (b) with
LC impedance shaper. (RS = 50 ohm, RSW =5 ohm, fC =2 GHz, fO = 1/(2π

√
LC) =2.6

GHz, and RLLC tank Q of 10.)
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Figure 3.5: Mixer-first acoustic-filtering front-end using all-passive IF-only recombination in
[32], [33].

Figure 3.6: Proposed Mixer-first acoustic-filtering chipset using IF-and-baseband
mixed-domain recombination. When compared to an IF-only recombination architecture, it
has a higher RF, wider instantaneous bandwidth, and eliminates several bulky, lossy, and
narrow-band IF components.
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Figure 3.7: Conceptual comparison between (a) filter-bank-based multi-band front-end
design and (b) our proposed mixer-first acoustic-filtering front-end.
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Figure 3.8: Measured S-parameters of two Qorvo QPQ1285 BAW filters (filter 1: solid line,
filter 2: dashed line) and the gain and phase mismatches.

Figure 3.9: Mixer-first gigahertz-IF acoustic-filtering chipset with I-Q mismatch
compensation at baseband.
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Figure 3.10: Image filtering with a fixed-frequency RF high-pass filter: (a) front-end block
diagram; RF input spectrum when (b) fLO1 < fIF and (c) fLO1 ≥ fIF .

Figure 3.11: A proof-of-concept prototype of the proposed mixer-first acoustic-filtering
chipset with mixed-domain recombination: (a) block diagram and top schematic; (b)(c)
schematics of IF receiver LNA and baseband amplifier.
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Figure 3.12: IF transformer balun efficiency is asymmetrical between the primary and
secondary winding Q factors, and the efficiency is mostly determined by the primary quality
factor. (L1=L2=2 nH, RIF= 100 Ω, fIF = 2.6 GHz).

Figure 3.13: Our mixer-first acoustic-filtering proof-of-concept chipset on an FR-4 PCB with
CMOS dies microphotograph.
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Figure 3.14: Measured (solid lines) and simulated (dashed lines) chipset RF input reflection
coefficient (S11), noise figure (NF), and conversion gain from RF to receiver baseband
without I-Q mismatch compensation. The measured BAW filter S-parameters are also
plotted in blue as a reference.

76



Figure 3.15: Measured chipset noise figure and conversion gain with I-Q mismatch
compensation via adjusting receiver baseband vector modulators, improving the average
image rejection ratio to 42 dB from 19 dB in Fig. 3.14.

Figure 3.16: Measured chipset noise figure and conversion gain with I-Q mismatch
compensation and a fixed-frequency RF input high-pass filter (Mini-Circuits, VHF-3100+).
This high-pass filter further improves the average image rejection ratio to 81 dB across the
160-MHz bandwidth, while degrading the conversion gain and noise figure by 0.8 dB.
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Figure 3.17: Measured chipset RF input reflection coefficient, noise figure, and conversion
gain across seven different RF LO frequencies (IF receiver LO is fixed at 2.6 GHz). The
simulated input S11 is plotted in dashed lines.
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Figure 3.18: In-band linearity measurement results: (a) gain compression P-1dB, and (b)
IP3.
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Figure 3.19: Out-of-band linearity measurement setups and results.
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Figure 3.20: Normalized linearity-noise performances of recent state-of-the-art high-linearity
receivers and filters versus RF and instantaneous bandwidth. (Squares:
direction-conversion/low-IF mixer-first receivers; triangles: high-order N-path filters; circles:
superheterodyne high-IF mixer-first front-ends.)

3.5.4 Summary and Comparison

A measurement summary and comparison with recent state-of-the-art works is given in

Table 3.1. This works achieves +27 dBm out-of-band IIP3 and >30 dB rejection at 1×BW

offset. This is a 6-to-11-dB improvement in out-of-band IIP3 at 1×BW offset compared

to state-of-the-art monolithic mixer-first direct-conversion or low-IF receivers in [38]–[41],

[54]. While the N -path filter in [36] has similar linearity performance, this work operates

at 5× higher frequencies with 2× wider tuning range and >15 dB higher OOB rejection.

Compared to the mixer-first acoustic-filtering FE in [32], [33], this work achieves 2.6× wider

BW, operates at 1.4× higher RF, eliminates off-chip IF balun and inductor, while having

comparable NF and linearity.

Normalized linearity-and-noise performance, calculated as IIP3

NF ·PDC
, of recent state-of-the-

art high-linearity receivers and filters versus RF and instantaneous bandwidth is depicted

in Fig. 3.20, where IIP3 at 1×BW offset is used. For a fair comparison, we have added a

3-dB-NF 20-mW-PDC receiver to front-only works. As can be seen in Fig. 3.20, this work

achieves favorable normalized linearity-and-noise performance while operating above 3.5 GHz

RF and supporting a >160-MHz instantaneous bandwidth.

3.6 Conclusion

We have demonstrated a reconfigure wireless receiver front-end with a widely tunable RF

from 3.5 to 6.5 GHz for future wireless communications and sensing applications. By

82



fusing commutated-LC passive mixer and acoustic filter technologies in a new mixed-domain

recombination architecture, the front-end is capable of achieving very high linearity, especially

at close-in frequency offset, with a wide 160-MHz instantaneous bandwidth and zero off-chip

IF components except acoustic filters.
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Chapter 4

Rotational Motion for Angular

Aliasing and Source Enhancement

∗∗

4.1 Introduction

As speech recognition and conversational AI matures, voice interactions with robots will

become even more popular [105]. Robots in homes, hospitals, restaurants, and airports

will interface with humans, with speech serving as the primary medium of interaction [106],

[107]. In such scenarios, separating a user’s voice will be essential, especially when these

interactions occur in noisy environments. In signal processing, this problem is called “source

separation,” and has been studied extensively (e.g. ICA, IVA, Adaptive Beamforming) [108]–

[115]; today’s results are impressive, to the extent that K source signals can be separated

using M microphones, even when K is slightly larger than M [116]–[120]. Observe that this

K>M problem is particularly challenging not only because the K signals are unknown, but

because the K channels (over which the signals arrive to the microphones) are unknown as

well. Hence, this problem is specifically known as under-determined blind source separation

(UBSS).

A rich body of work has concentrated on UBSS, and state of the art (SOTA) algorithms

range from unsupervised methods (e.g., Nonlinear beamformers, Kernels) and speech specific

techniques (e.g., DUET, Bayesian-DUET), to compressed sensing and supervised deep

learning approaches [116], [118], [120]–[123]. However, majority of past work must rely on

interpolations and regressions since some source information is lost in the (under-determined)

∗∗This chapter is partially adopted from author’s own work [104]
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mixing process. Therefore, performance degrades, understandably, as K increases for a fixed

M . Said differently, any reduction in the (K −M) gap can directly improve the quality of

source separation.

This paper proposes to leverage robotic rotation to reduce the (K −M) gap. The core

idea is simple. Observe that signals arriving from different angles θi produce relative delays

δi at the microphone array. Rotation of the array causes these relative delays to change

non-linearly, offering the opportunity to “move” the sources in this relative-delay space. When

the microphone rotates to bisect two sources — such as in Fig. 4.1 where the line joining

the microphones bisects the sources A and B — the relative delays of the bisected sources

become identical. Hence, in the relative-delay space, K sources manifest as (K − 1) sources.

This implies that the scenario in Fig. 4.1, which was originally an under-determined [K=3,

M=2] system, has now become determined with [K=2, M=2]. Even when K > M + 1, the

reduction from K to (K − 1) offers concrete improvements, both in source separation and

localization.

Figure 4.1: Rotation of the microphone array to the correct orientation (that bisects the
sources A and B) produces a desired “aliasing” in relative delay.

Realizing the above idea presents 2 challenges:

1. Since the angle of arrivals (AoA) of the K signals are not known, the correct microphone

orientation θ∗ is unknown as well. Estimating all K AoAs is difficult with M(< K)

microphones [124]–[128], and worse, AoA estimates are plagued by front-back ambiguities
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Figure 4.2: (a) 2-microphone array faced with 3 sources resulting in a UBSS problem. (b)
Rotation causes interferers to arrive over the same absolute AoA angle (θI and −θI). (c) The
steering vector for interferers get aliased (or aligned), resulting in a determined system.

(i.e., it is difficult to tell whether a signal is arriving from a direction θ in front, or −θ

from the back).

2. Even if the K AoAs are estimated, it is not clear which interferers should be bisected

to maximize performance. There are
(
K−1
2

)
candidate pairs to bisect, and not all of

them help equally in separating the given target signal.

This paper addresses these two problems in Section 4.3 through a mobility-guided algorithm

that first estimates the source AoAs and, based on the AoAs, decides on the optimal

microphone orientation. Once rotated to this orientation, the recorded signal is fed to a

source separation (SS) algorithm. Our proposed RoSS module is complementary, hence

compatible, with most SS algorithms.

We implement RoSS on a rotating microphone prototype, and perform experiments in

simulated and uncontrolled (indoor/outdoor) environments (Section 4.4). Results† show

that RoSS achieve around 10-to-15dB of scale-invariant signal distortion ratio (SI-SDR)[129],

consistently outperforming existing UBSS/BSS methods by upto 6dB in various scenarios.

We believe RoSS could also be effective with smartphones, earbuds, moving video-conference

systems, and surveillance cameras, all of which have limited number of microphones but

contain actuators or inertial measurement units (IMUs) for angular rotation and sensing.

4.2 Formulation and Opportunity

4.2.1 Signal Model

Let ST (t), SA(t), SB(t) be 3 source signals, of which ST is the target and others are interference

(Fig. 4.2(a)). A linear 2-microphone array receives the mixture of these signals as X1(t) and

†More results and demos : https://uiuc-ss.github.io/RoSS
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X2(t) and we designate X1(t) as the reference for relative delay calculations. The signals

travel from the far-field over AoAs θk (k=T,A,B). We explain our proposed method with

K = 3 signals and consider K > 3 later.

We make the following Assumptions:

(A1) The sound sources are human speech, widely assumed to be mutually independent,

non-Gaussian signals.

(A2) Once a speech has been separated, it is possible to tell if it is from the target user (i.e.,

a voice fingerprint is available).

(A3) Sources are not moving in the time scale of seconds.

Thus, the received (convolutive) signal mixture is:

X1(t) =
∑

k=A,B,T

Sk(t), X2(t) =
∑

k=A,B,T

Sk(t+ τk) (4.1)

where τk = d
vp
cos(θk), (k=T,A,B), are time-difference-of-arrivals (TDOA) between the mi-

crophones (also called relative delay), while vp and d denote velocity-of-sound and distance-

between-microphones, respectively.

Thus, in the time-frequency domain(time index omitted):

X⃗(f) = a⃗T (f)ST (f) + a⃗A(f)SA(f) + a⃗B(f)SB(f) (4.2)

which in the matrix form can be written as:

[
X1(f)

X2(f)

]
=

a⃗T a⃗A a⃗B


ST (f)

SA(f)

SB(f)

 (4.3)

Here a⃗k = [1 exp(j2πfτk)]
T (k=A,B,T) is the steering vector. Note that even if all a⃗k’s

are known, the system is still under-determined.

4.2.2 Interference Alignment

What if we rotate the array such that the line joining the microphones bisect the two

interferers? While the correct rotation angle needs to be inferred blindly, for now let us

assume we know it. Fig.4.2(b) shows the outcome. Since the new AoAs of the two interferers
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are now θI and −θI , their corresponding TDOAs become equal, or aliased, as follows:

τ ′A =
d

vp
cos(θI) =

d

vp
cos(−θI) = τ ′B

Thus, in frequency domain, interferers A and B have identical array vectors a⃗I(f) =

[1 exp(j2πfτI)]
T where τI = τ ′A = τ ′B. Hence, the new measurement vector X⃗ ′(f) is:

[
X1

′
(f)

X2
′
(f)

]
=

a⃗T a⃗I

[
ST (f)

SA(f) + SB(f)

]
(4.4)

This expression means that the array would sense two groups of signals, not three; one is

the target and the other is the sum of two interferers. Fig. 4.2(c) shows these two signals

arriving from distinct angles. This produces a determined system of equations except that

one of the mixed signals arriving from AoA a⃗I is actually a sum of independent sources. If

this sum (SA(f) + SB(f)) remains independent of the target signal ST (f) (as shown next),

we can apply classical source separation.

4.2.3 Sum of Mutually Independence Sources

We briefly show that a mixture of two independent sources remains independent from the

third source when all three are mutually independent. Define A, B and T as mutually

independent continuous random variables, and J = A+B is a fourth random variable. Let

Fi(·) and fi(·) be CDF and PDF of variable i, respectively. Then, the joint distribution of T

and J can be written as:

FJT (j, t) = P (A+B ≤ j, T ≤ t)

= ∫ P (A+B ≤ j, T ≤ t|A = a)fA(a) da

= ∫ P (B ≤ j − a, T ≤ t)fA(a) da

= ∫ P (B ≤ j − a)fA(a) da · P (T ≤ t)

= P (A+B ≤ j) · P (T ≤ t) = FJ(j)FT (t)

(4.5)

Therefore, J and T are also mutually independent [130].
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4.3 RoSS: AoA Estimation and Optimal Bisection

Our end-goal now is to rotate the microphone so that the correct interferer-pair gets aligned.

For this, we first need to estimate all the AoAs, and using the AoAs, determine the optimal

interferer-pair that must be bisected.

4.3.1 Estimating AoAs in Under-determined Scenarios

Estimating K AoAs with M < K microphones is known to be a hard problem for general

signals. However, literature has shown promise with speech signals, due to what is known

as the W-Disjoint Orthogonality (WDO) property [116]. Briefly, extensive experiments

have shown that speech from two humans have a low probability of collision in a given

time-frequency (TF) bin. Thus, if one calculates the TDOA for each TF bin — called

inter-microphone time difference (ITD) — one can extract information about AoAs. Fig. 4.3

illustrates this with a toy example of red and blue signals; the calculated ITDs from the red

and blue TF bins form 2 clusters. The means of these clusters partly reveals the red/blue

signal’s AoA.

Figure 4.3: ITD computed from TF bins produce 2 clusters around two mean ITDs. These
mean ITDs are estimates of AoA.

Unfortunately, the mapping between ITD and AoA is not 1:1 because AoAs of both θ

and −θ produce identical ITDs at the microphone array. Said differently, ITD is calculated
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as δk = d
vp
cos(θk) and both θk or −θk produce the same ITD. Fig. 4.4 shows how 2 ITD

clusters map to 4 candidate AoAs (of which 2 AoAs are spurious). This is classically known

as the front back ambiguity. Worse, if the true AoA’s happen to be θ1 = −θ2, then it becomes

difficult to even recognize the presence of 2 signals. Rotating the microphone array to the

correct orientation θ∗final would obviously require to resolve this ambiguity problem first.

Figure 4.4: 2 ITD clusters gets mapped to 4 clusters in (−π, π] AoA space.

4.3.2 Rotation-enabled AoA Disambiguation

We propose to disambiguate AoA using rotation of the microphone array. The idea is simple

— as the array rotates, the ITD will change and the direction of this change (higher or lower)

should reveal the true AoA. Fig. 4.5(a) illustrates this with a single-source example, where

candidate AoAs are θk or −θk. Fig. 4.5(b) plots this ITD on a graph with the X-axis showing

the rotation angle of the array. Since the microphone has not made any rotation yet, the ITD

is plotted for θrot = 0. As the array rotates counter-clockwise, the ITD should change in one

of two ways: if the true AoA = θk, then the ITD should increase, while for AoA= −θk, the

ITD should decrease (Figure 4.5(d)). Moreover, the trajectory of change should follow the

Cosine curve since the ITD is a function of Cos(θ). Thus, in theory, even one small rotation

should disambiguate and give us the true AoA.

Rotation-based disambiguation should be generalizable to K sources. Instead of one ITD

value, we now have K ITD values at θrot = 0. With rotation of the array, each ITD value

would move in one of two trajectories – upward Cosine or downward Cosine, as shown in

Figure 4.6 for K = 3. One should be able to fit K distinct Cosine functions through all the

ITD trajectories, thereby extracting the K = 3 true AoAs from 6 candidates.

In practice, disambiguation is far more challenging because the ITD values become noisy.

Several reasons contribute:

(1) Background interference arrives from different angles polluting the ITD clusters shown in

Figure 4.4(a). Reverberations add to this pollution.
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Figure 4.5: (a) Ambiguous AoAs in a static scenario, (b) Measured ITD without rotation, (c)
Counter-clockwise array rotation, (d) ITD trajectory is Cosine shaped, and the direction
reveals the true AoA

(2) With increasing number of sources, K ≥ 3, the WDO property begins to break down,

meaning that sources begin to collide with higher probability in time-frequency bins. Collisions

produce incorrect ITD values, shifting the peaks in Figure 4.4(a).

(3) There is no guarantee that all K ITD peak values would be prominent at every step of

rotation; a source pair may have similar (or identical) ITD values, say when their AoAs are

30◦ and -30◦. This smudges the ITD estimates at that rotational step.

(4) Finally, the ITD does not vary linearly with every step of array rotation. The ITD

variation is large when θ is near 90◦ and small when θ is 0◦ (note that the dCos(θ)
dθ

is zero when

θ = 0). This implies that ITD noise must be treated differently for different regimes of θk.

Figure 4.7 shows measurements from a real indoor scenario where the microphone array

is rotated 8 steps, with 20◦ per step. The smudged ITDs are from K = 4 different sources,

implying that we have 8 candidate AoAs to disambiguate. Said differently, 4 Cosine functions

need to be fitted to the measured data, essentially making it a problem in regression.
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Figure 4.6: (a) Two-dimensional rotation under K sources seen from above. (b) K = 3 case
with 3 fitted Cosine trajectories in the ITD measurements.

Figure 4.7: ITD measurements with K = 4 sources for consecutive microphone rotation,
performed in a real indoor environment with background noise and reverberation.

4.3.3 Statistical Approach

Our proposed solution can be intuitively summarized as follows. We compute a likelihood for

all AoAs based on the initial ITD measurements. Then, for every rotation of θrot, we model

the expected ITD for each AoA and match it against the new measurement – this gives us

an updated likelihood per AoA. With more rotational steps, the likelihood of the true AoAs

begin to show sharper peaks, while the ambiguous and the incorrect AoAs die down. We

normalize the per-AoA-likelihood and call it the “AoA spectrum” – Figure 4.8 plots real

AoA spectrums after each rotation of the array. The peaks in the AoA spectrum sharpen

gradually and after several rotations, converge to the K = 4 correct peaks. Mathematically,

our algorithm can be specified in 3 essential steps as follows:
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Figure 4.8: As microphone takes more rotational measurements, peaks near truth AoAs
(dotted red) get clearer, offering better AoA detection.

Step 1: At each rotation angle θ
(r)
rot, (r = 0, 1, ..., R), use the ITD histogram to estimate

probability density function (PDF) as: p̂(δ(r)). Normalize the PDF to not penalize the ITDs

that are absent.

Step 2: Calculate likelihood for each AoA, θsrc, at the r-th rotation as: L(r)(θsrc) =

p̂
(

d
vp
cos(θsrc − θ

(r)
rot)

)
.

Step 3: Compute overall likelihood across R rotations
∏R

r=0 L
(r)(θsrc) with normalization.

Identify θsrc values that do not change more than ϵ for 3 consecutive rotations; announce

these as the K source AoAs.

4.3.4 Optimal Bisection Angle for Source Separation

Once AoAs are estimated, RoSS needs to rotate the microphone array to bisect two interferers.

Given K − 1 interferers, there are
(
K−1
2

)
candidate pairs. Which pair should RoSS bisect?

To answer this question, we need to establish two insights:

(1) A target signal can be perfectly isolated when its ITD distribution (as shown in Figure
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4.3) does not overlap with any of the interferer’s ITD distributions.

(2) Rotation of the microphone array produces unequal shifts in the ITD distributions.

This is because the ITD is proportional to Cos(AoA), hence for a given rotation, AoAs near

0 or 180◦ experience smaller ITD shifts, compared to AoAs near 90 or 270◦.

Given these 2 facts, the optimal rotation becomes the following optimization question:

what final orientation angle θ∗final maximizes the minimum ITD separation between the target

and the interferers? The formal optimization is as follows:

θ∗final = argmax
θrot

min
k,k ̸=T

|δT − δk| (4.6)

Here δT is the mean ITD for the target signal (T ) and δk is the mean ITD of each interferer.

Barring some rare cases, θ∗final is indeed an angle that bisects a pair of interferers (we omit

the proof in the interest of space). Hence, the above optimization needs to search only across

the
(
K−1
2

)
bisection angles, as opposed to all possible θrot.

Isolating Any Given Target: In conclusion, given a mixture of K sources, and a target

signal T for isolation, RoSS rotates to the θ∗final orientation. The target signal T can be

specified either by its AoA (e.g., a robot sees a person in it’s camera view and isolates that

person’s voice), or the target signal’s voice fingerprint may be given to the robot, in which

case it checks which voice signal matches the fingerprint. Once the fingerprint matches, RoSS

continues to track that AoA and isolate that voice signal.

Delay: Note that if sources come and go, the problem is easier because K is smaller at any

given time. However, if K sources are continuously present, RoSS has the time to rotate and

resolve them. Once AoAs are known once, rotation to θ∗final is fast, hence, any given source

can be separated so long as they are not moving fast.

4.4 Evaluation

4.4.1 Experimental Settings

Measurements: RoSS is implemented on a custom-built rotary platform actuated by a

NEMA-17 stepper motor (Fig. 4.9(a)). The open-loop motor uses a TB-6600 driver with peak

rotation speed and acceleration of 225 deg/s and 112.5 deg/s2. A ReSpeaker microphone

array [131] connected to a Raspberry Pi is mounted on the rotary platform and 2 adjacent

microphones, with 5cm spacing, are used to record audio signals. Rotations are performed in

20◦ increments. The table 4.1 lists some of the environmental parameters. In each environment,
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K speech signals were played from loud speakers placed radially around the microphone,

at distances between 2 to 2.5m. The speech signals are 1-minute-long male/female voice

recordings from 11 independent speakers, drawn from the LibriTTS dataset[132] where signal

powers are almost identical, i.e., SIR ≈ −10log(K − 1) for K-sources. Multiple runs were

performed per configuration, with various mixtures of voices (males, females, and mixed

genders), K ∈ [3, 4], and K AoA angles chosen uniform randomly between [0, 360]. Fig.

4.9(b,c,d) show example images from our experiment sites.

Figure 4.9: (a) Custom-built rotary platform with ReSpeaker microphone array. (b) Laboratory.
(c) Conference room. (d) Local park.

The audio recordings are sampled at 16kHz, with STFT frame lengths of 512 or 1024 with

25% overlap with adjacent frames. For comparison, we use three popular source separation
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Table 4.1: Evaluation Environments

Settings Location SNR [dB] Room size [m×m]

Lab Indoor Lab 22 ≈ 8.4× 8.2
Room Indoor Room 23 ≈ 6× 8
Park Outdoor Park 15.4 > 20× 20
Sim Simulation 15 10× 10

algorithms, namely natural gradient-based IVA[109], DUET[116] and MVDR[110].

Simulation: To test RoSS over a wider range of parameters, we simulate the microphone

recordings using a room impulse response (RIR) generator [133]. The convolutive mixtures

from K sources are denoted X1(t), X2(t). The key parameters of the simulations are:

• Room size: 10m x 10m (2-dimensional space assumed) with reverberation time T60 of 0,

450, 700 ms.

• Two omni-directional microphones with 5cm spacing are located in the room-center, rotating

around their center.

• Gaussian noise is added so that microphone SNR is 15 dB while maintaining SIR of

-10log(K-1) dB

• Separated sources are evaluated by comparing with each source alone measured at the

reference microphone X1(t).

• Algorithm settings are similar to the measurement settings except for 24kHz sampling

frequency.

4.4.2 Performance Metric

AoA Error: Once the AoA estimate θ̂ is available, the AoA error is the smaller angular

difference between the ground truth AoA θ∗ and the θ̂. However, recall that AoA ambiguity

exists, meaning 2K AoA candidates appear for K true AoAs. In such settings, we calculate

the AoA error as follows. We create K buckets, one for each true AoA. A candidate AoA is

assigned to bucket j if that candidate is angularly closest to the jth true AoA. The average

AoA error per bucket is then computed – this gives us K AoA errors. If a bucket has no

AoA, we assign a maximum possible error as a penalty.

Source Separation: Once a source has been separated as ŝ from a mixture m, we report

SI-SDR and SI-SDR improvement[129], [134] defined as:

SI-SDRi = SI-SDR(ŝ, s) − SI-SDR(m, s)

Here s is the source signal recorded at the microphone without any interference; this serves

as ground truth.
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Figure 4.10: Average AoA estimation error over consecutive rotational steps in various
locations and configurations. Error bars show standard deviations.

4.4.3 Results

Comparison between RoSS and Existing Algorithms: Fig. 4.11 compares RoSS’s

source separation (SS) performance with SOTA algorithms, IVA and DUET. The X-axis

shows the initial orientation of the microphone array – understandably, IVA and DUET’s

performance vary as a function of this initial orientation. The solid lines show their median

performance over 50 different configurations, while the light-color bands are [80, 20] percentiles.

Since RoSS rotates to the optimal orientation, its performance remains consistent (and matches

IVA when the initial orientation is luckily the optimal). With K = 3 sources, IVA outperforms

DUET when the array orientation is favorable to it, but for other orientations (and when

the sources increase to K = 4), DUET gains due to the inherent WDO property of speech.

The yellow shaded area depicts the overall gain from RoSS, which is essentially the value of

microphone rotation. Since RoSS is complementary to IVA, DUET, and other algorithms,

this gain should be always available.

AoA Estimation: Fig. 4.10 plots the reduction of AoA error against rotation, where

each rotation-step is ≈ 1.6 seconds. Each graph shows the average AoA error across all

experiments in a given setting (Lab, Room, Park, Sim); the error bars denote standard

deviations. As RoSS rotates the microphones, the AoA error reliably converges to the true

AoA angle. Simulation and outdoor settings converge faster and more accurately, mainly due

to lower reverberation, compared to indoor labs and rooms. Importantly, AoA estimation is a

by-product of RoSS and can be leveraged as an independent capability in other applications,

such as localization, imaging, and radar-based perception.

Parameterized Simulations: Fig. 4.12(a) shows how SI-SDR degrades with increasing

K but RoSS continues to outperform others. Informed RoSS is a variant of RoSS where

the AoAs are accurately known, such as in audio-visual systems [135], [136] — the gains are

slight, implying RoSS’s AoA estimation is reliable. Fig. 4.12(b) plots SI-SDR against varying
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Figure 4.11: Source separation performance with different initial orientation of the microphone
array, showing non-uniform patterns.

reverberation levels – the indoor setting exhibiting the highest reverberation. Performance

understandably degrades with reverberation and larger K since AoA errors and TF-collisions

are both high. Performance sometimes degrades outdoors from strong winds and background

noise, however such degradation affect all source separation methods.

4.5 Conclusion and Future Work

We show that microphone rotation ushers an opportunity in audio AoA estimation and source

separation, especially in under-determined settings. We demonstrate that optimal rotation

can align/alias two interferers in the delay space, making them appear as one. This alignment

is complementary to existing algorithms, offering promising results in simulations and real

reverberant environments.

Further improvements are possible in at least 2 directions: (1) an adaptive rotation policy

that converges faster, ideally within a few spoken words, and (2) updating the algorithm to

circular microphone arrays. We leave these to future work.
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Figure 4.12: Average SI-SDR/SI-SDRi of (a) various algorithms, in (b) different setups where X
markers are AoA-informed RoSS.
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Chapter 5

Conclusion and Future Works

5.1 Summary of Thesis

This thesis has proposed wireless/acoustic receiver techniques to deal with interference signals

in spectral/spatial domains respectively by relating the design with aliasing phenomenon.

For the wireless spectral interference case, the challenge in increasing number of acoustic

filters in sub-7 GHz receiver has been tackled by adopting LPTV N-path mixer topology

for programmable wide center-frequency tuning capability. By showing that the mixer

filter interaction becomes interesting when acoustic filter’s input impedance gets noisy from

harmonic feedback process, it has been demystified that noisy impedance gets aliased on

top of each other where spectral anti-aliasing is required to prevent such problems. Two

mixer-first super-heterodyne receiver design has been showcased with custom-designed chips

fabricated in 65nm CMOS process, showing that with only one or two acoustic filters, SAW or

BAW, more than 20 bands can be covered via continuous wideband tuning while maintaining

sharp filter selectivity and high linearity.

Another key contribution is to reject the spatial interference signals in multi-sensor

receiver arrays. Unlike prior works that suppress spatial aliasing to have unique steering

beam patterns, a new idea has been proposed to exploit the spatial aliasing instead to solve

under-determined inverse problem in blind source separation framework. That is, more than

2 spatial sources can be dealt with by only using 2 sensors by aligning interferering sources

via rotation to put them on the same aliased beam patterns. This has been demonstrated in

speech enhancement applications by having 2 rotating microphones with more than 2 speech

sources. By rotation, angle-of-arrivals of all sources can be identified at the same time target

speech signal can be enhanced even with linear estimators, such as adaptive beamforming

weights and independent component analysis.

100



5.2 Future Works

5.2.1 RF-inspired Artificial Neural Network

In the past decade, deep learning has made unprecedented achievements on numerous

applications including classification, regression/estimation [118], [137]. Recently, a number of

different concepts for realizing artificial neurons in various domains such as analog electronics,

photonics [138], [139], quantum [140]. Some of the key motivations for such approaches is said

to be on high computing speed and low power consumption compared to conventional digital

circuit-based multiply-accumulate (MAC) operations [139]. Thus, there are already various

computing applications of in-memory computing [141], [142] or in-block analog computing

[143], [144], exotic hardware-based computing [145] to quickly perform simple decision making

to give prior information to digital back-end to reduce computing time. As a future work, an

attempt to build a neuron utilizing impedance aliasing phenomenon introduced in Chapter 1,

2, and 3 is introduced here.

Typical artificial neural network contains a neuron as a unit block. And it takes input

vector X⃗ = [X1, ..., XN ]
T then multiply with the transpose of weight vector w⃗ = [w1, ..., wN ]

T .

Then, by adding a bias b, some sort of non-linearity is introduced afterwards as an activation

function ϕ. This is depicted in Fig. 5.1.

Now, let us remind ourselves on the N-path circuit in Fig. 1.4. Based on equation (1.11)

as copied below where harmonic gain γn = 1
N
sinc2(nπ

N
),

Zx,open(ω) =
Vx(ω)

IS(ω)
=

∞∑
n=−∞

γnZL(ω − nωLO) (5.1)

Note that the voltage at harmonic locations contain modulated information that has

weighted sum of harmonic gain values γn and shifted impedance values ZL(ω − nωLO). In

previous Chapters, we suppressed this aliased impedance values. But, can we exploit this

property to build a neuron?

There are several key challenges here, though. First, impedance values at harmonic

frequency ZL(ω − nωLO) has to be freely synthesized which is not easy in impedance domain.

Second, pulling out the impedance or voltage value only at one frequency and adding bias

value in each domain then applying nonlinearity is not a trivial job at RF due to various

loading effect. Third, gamman value is not continuous, but discrete fixed values given by
1
N
sinc2(nπ

N
).

Here are some ways to improve the situation: For the first challenge, non-identical load

impedance can be loaded behind each branch of N-path structure. To explain, let us modify

the circuit as in Fig. 5.2.
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Figure 5.1: Artificial neural network

If we write down the expression for voltage at shared node x similarly:

Vx(ω) =
N∑
i=1

∞∑
m=−∞

∞∑
n=−∞

am,ian,iZL,i(ω − nωLO)IS(ω − (m+ n)ωLO)

=
∞∑

m=−∞

∞∑
n=−∞

amanIS(ω − (m+ n)ωLO)
N∑
i=1

e−j 2π
N

(m+n)iZL,i(ω − nωLO)

(5.2)

This time, complex vectors do not cancel out due to non-identical impedance values.

However, it can be seen that all voltage harmonic tone contains modulated weighted sum of

e−j 2π
N

(m+n)iZL,i(ω − nωLO). For simplicity, if we make each load impedance a simple 1-peak

response that can change its peak value and tuned at N frequency values, ni:

Vx(ω) =
∞∑

m=−∞

N∑
i=1

amani
IS(ω − (m+ ni)ωLO)e

−j 2π
N

(m+ni)iZL,i(ω − niωLO) (5.3)

Observing voltage at RF input current frequency should give:
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Figure 5.2: N-path structure loaded with N different load impedance

Vx(ω) =
N∑
i=1

γni
ZL(ω − niωLO)IS(ω) (5.4)

Equivalently, input impedance becomes:

Zx(ω) =
N∑
i=1

γni
ZL(ω − niωLO) (5.5)

Therefore, we still keep the weighted sum formulation even with non-identical load but

with 1 peak at specific location. This type of load should be much easier to implement in

practice, even at RF.

Also, for the second challenge about adding a bias and applying nonlinearity, here are

some potential solutions. For bias in impedance domain, switch resistance could be varied

for real-impedance value change. For nonlinearity, reflection coefficient could be utilized by

letting the wave travel through the transmission line to get reflected by this N-path structure
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to introduce reflection coefficient of:

Γ =
Zx − Zo

Zx + Zo

(5.6)

where Zo is characteristic impedance of transmission line. Note that our weighted sum, Zx,

is inside a nonlinear activation function x−a
x+a

.

Finally, for the third challenge on discrete γ values, LO signal that drives switches can be

modulated instead to have a desired value at each frequency location. For instance, currently,

the switch is driven by pulse signals where it creates sinc function in γ. By driving the switch

with a different type of signal, harmonic gain can be adjusted.

In conclusion, implementing a neuron based on N-path structure has been suggested here

as a future work. While feasibility is not explored at this point, the author believes that

new spaces for exploration can be opened up as a new form of neuromorphic structure in

direct-RF computing applications such as one proposed in here, in-mixer computing. Such

direct-RF computing/processing can be useful in multiple applications such as 1) RF-domain

self-interference cancellation problem for full-duplex communication [146], 2) end-to-end

optimization in quantum controller subsystem where many quantum processors adopt qubits

that have microwave frequencies 5GHz [147], 14GHz [148] which can learn the qubit state

transition behavior for generating optimal control signal shapes.

5.2.2 Additional Features for Mixer-first Acoustic Filtering Re-

ceivers

In Chapter 2 and 3, the author focused on frequency translation capability by demonstrating

upconverted frequency response of acoustic filter bandpass filters. However, there are further

practical challenges when it comes to actual usage in modern wireless transceivers for state-

of-the-art cellular or Wi-Fi applications. Depending on scanrios such as the number of

simulatnaeous users, channel state information (CSI), available bandwidth, blocker signal

level etc., it is imperative to have features mentioned below:

• Bandwidth Adjustment

Bandwidth of proposed mixer-first acoustic filtering receivers is directly inheriting the

bandwidth of the acoustic filter used as a reference. However, in realistic scenarios, bandwidth

adjustment is required to handle problems such as ISI (InterSymbol Interference) and channel

equalization under multi-path scenarios. One potential way to simply adjust the bandwidth

is to use bandwidth reconfigurable acoustic device as the reference filter such as [149].

Since center frequency tuning is handled by mixer-first N-path architecture, only bandwidth
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adjustment modes need to be implemented within acoustic device itself. Another way to

adjust the bandwidth is to change the impedance shaper’s bandwidth in CMOS side, while

keeping the acoustic response the same. As long as strong blocker is filtered out within

the band, channel selection part might not need acoustic-filter-like roll-off depending on

applications. In this regard, there are potential opportunities on CMOS-acoustic co-design,

since proposed mixer-first acoustic filtering receiver concept benefits directly from both CMOS

and acoustic device technology improvements.

• Carrier Aggregation

In conventional filter bank approaches as in Fig. 3.7-(a), instead of selecting just one

band, there are cases where multiple bands have to selected at the same time to achieve

carrier aggregation. While there have been research works on multi-band mixer-first receivers

by utilizing modulated LO [150], [151], the number of bands that can be occupied is limited

to 2. One potential direction to investigate would be up-converting simplified filter bank that

handles carrier aggregation within the selected band while band itself is tuned by mixer-first

structure. This way, instead of implementing N >> 1 acoustic filters and static switches as a

filter bank, one could deploy K << N filters and switches which only cover total number of

channels within a band (fine-tuning), while band selection can happen coarsely by LO-tuning

via N-path structures, for instance.

• Advanced Impedance Shaper and Passband Improvement

In proposed mixer-first acoustic filtering designs, the acoustic filter’s passband response is

not maintained after mixer up-conversion especially when acoustic filter has a wide bandwidth

as in Fig. 3.14. There are multiple parameters within the signal path of the receiver that

shrink the filter bandwidth, basically. One is LC-tank impedance shaper which has 2nd-order

response as opposed to acoustic bandpass response which has higher-order flat passband

response.

To resolve this problem, one straightforward potential solution is to design a higher-order

impedance shaper to match the bandwidth of acoustic filter. However, this would end up

increasing overall NF of the receiver chain because complicated bandpass response would

either need series/parallel on-chip LC resonators which has limited Q-factor. One might

consider implementing impedance shaper using N-path resonators, but this would face issues

in exisiting cascaded N-path resonators. Another way to handle passband deformation is

to compensate the suppression level in BB/digital domain similar to channel equalization.

Before deployment, inverse transfer function of impedance shaper and other blocks that limit

the bandwidth can be learned and cancelled out later on via off-line training for instance as

long as OOB response is not corrupted for blocker suppression purpose.
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• Adaptive Center Frequency Tuning

Now that we have the programmable tuning capability of acoustic filter center frequency

using a mixer-first approach, it is of great interest knowing how fast can we tune the frequency.

Due to bidirectional nature where there is harmonically coupled feedback process within

N-path structure as derived in (1.11) in Chapter 1, (2.4) in Chapter 2, and contents in

Chapter A, convergence time for the proposed structure to be stabilized for given LO input

is not merely twice the group-delay of acoustic filters. Thus, it would be useful if transient

analysis can be done on generalized N-path structure considering convergence time when

control frequency (LO) is changed from one to another to find minimum bounds for adaptive

tuning time.

5.2.3 Reducing Further Degrees of Freedom on Spatially Aligned

Interferers in RoSS

In this thesis work regarding RoSS in Chapter 4, the proposed idea basically aligns a pair of

interference to reduce the number of sources from K to K-1 while there are M microphone

sensors available. Thus, degree-of-freedom gain is only 1 because one alignment can only

handle a pair of interferers. Now the question is, can we do better by aligning more than 2

interferers in one rotation angle to achieve > 1 degree-of-freedom gain?

One idea is to intentionally utilize spatial aliasing patterns at each side along with front-

back ambiguity by not meeting the condition (1.3) intentionally. When the spacing between

sensor node d becomes larger than
λfmax

2
, aliasing over array axis would happen which authors

suppressed earlier to only exploit front-back ambiguity. By adding the control over the

spacing d on top of array alignment angle θrot, one could design a problem to align as many

interference sources as possible in more than one ambiguity grating line, which gives equal

phase shift at that frequency which was introduced as hyperbolic lines for wide-band case.

Thus, for narrowband applications such as wireless array processing where all the signals

are centered around carrier frequency and fractional bandwidth (FBW) is fairly limited,

alignment of more than 2 interference sources on equi-phase lines may be possible. For

instance, 5-source 2-antenna problem might be simplified to 2-source 2-antenna problem when

there are two sensor nodes, such as drones collaborating each other with 1 antenna each.
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Appendix A

Derivation of full equation solution

with general LTI impedance response

Here, we derive the RF input impedance Zin of a mixer-first front-end with a load impedance

ZL(f) that is not limited to a low-pass frequency response and could have significant impedance

components at LO harmonic frequencies [33]

Consider an N-path mixer-first front-end in Fig. 2.7(a). The RF voltage Vin can be written

as [65]

Vin(ω) =RSW IS(ω) +N
∞∑

n=−∞

∞∑
m=−∞

anam

× IS (ω − (n+m)ωLO)ZL(ω − nωLO),

(A.1)

where N is the number of paths and an =
sinc(nπ

N
)

N
e−j nπ

N . Applying KVL at the input, Vin

can be also calculated as

Vin(ω) = VS(ω)−RSIS(ω). (A.2)

Assuming that the frequency components of an input signal in the desired frequency band

VS(ω) are confined to be between ωIF + ωLO/2 and ωIF + 3ωLO/2, VS(ω) can be written as

VS(ω) = VS,1,−(ω + ωLO) + VS,1,+(ω − ωLO), (A.3)

where VS,1,+(ω) and VS,1,−(ω) are two complex IF signals representing portions of the spectrum

of that center around +ωIF and −ωIF , respectively. Given the LPTV nature of the system,

IS(ω) can be expressed in terms of a summation of frequency-shifted complex IF signals
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around LO harmonics:

IS(ω) =
∞∑

n=−∞

IS,n(ω)

=
∞∑

n=−∞

[IS,n,−(ω + nωLO) + IS,n,+(ω − nωLO)],
(A.4)

where IS,n,+(ω) and IS,n,−(ω) are two complex IF signals representing portions of the spectrum

of that center around +nωIF and −nωIF , respectively.

Substituting (A.2), (A.3), and (A.4) into (A.1), we have

VS,1,−(ω + ωLO) + VS,1,+(ω − ωLO)

= R′
S

∞∑
n=−∞

(IS,n,−(ω + nωLO) + IS,n,+(ω − nωLO))

+N
∞∑

n=−∞

∞∑
k=−∞

∞∑
m=−∞

anaNk−nZL(ω − nωLO)×

[IS,m,−(ω + (m−Nk)ωLO) + IS,m,+(ω − (m+Nk)ωLO)],

(A.5)

where R′
S = RS +RSW .

Assuming 2fIF is not integer multiples of fLO as we discussed in Section III and ZL(ω)

has a band-pass frequency response with significant impedance only around ±ωIF , (A.5) can

be simplified as

VS,1,−(ω + ωLO) + VS,1,+(ω − ωLO)

= R′
S

∞∑
n=−∞

(IS,n,−(ω + nωLO) + IS,n,+(ω − nωLO))

+N

∞∑
n=−∞

∞∑
k=−∞

anaNk−nZL(ω − nωLO)×

[IS,NK−n,−(ω − nωLO) + IS,−(Nk−n),+(ω − nωLO)].

(A.6)

This is because unless harmonic currents IS,m,− and IS,m,+ are aligned with the impedance

peak around nωLO, the resultant voltages can be neglected. Given the assumption that ZL(ω)

has a band-pass frequency response with significant impedance only around ±ωIF and 2fIF
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is not integer multiples of fLO, (A.6) is similar to that in a direct-conversion zero/low-IF

mixer-first front-end [65]. Using the procedures outlined in [65], (2.1) and (2.2) in Section

III-A can be obtained.

As discussed in Section III, when loaded with high-order acoustic filters, ZL components

outside of ±ωIF can be significant. Harmonic currents flow into these impedance components

creating impedance aliasing. Let us consider the general case where M +1 harmonic currents

see significant IF impedance, (A.6) can be modified as

VS,1,−(ω + ωLO) + VS,1,+(ω − ωLO)

= R′
S

∞∑
n=−∞

(IS,n,−(ω + nωLO) + IS,n,+(ω − nωLO))

+N
∞∑

n=−∞

∞∑
k=−∞

anaNk−nZL(ω − nωLO)×

M∑
i=0

[IS,Nk−n+pi,−(ω − (n− pi)ωLO)+

IS,−(Nk−n−pi),+(ω − (n+ pi)ωLO)],

(A.7)

where a single pair of harmonic currents in (A.6) is replaced with M + 1 pairs of harmonic

currents that see significant ZL components outside of ±ωIF . i is the index of ZL at pi-th

LO harmonic. Assuming there is always impedance at the desired IF, we have p0 = 0.

Since VS(ω) only has components around ωIF + ωLO and IS,n(ω) is bounded between

ωIF + (2n− 1)ωLO/2 and ωIF + (2n+ 1)ωLO/2 based on its definition given in (A.4), (A.7)

can be simplified and split into two parts as

VS,n,+(ω − nωLO)

= R′
SIS,n,+(ω − nωLO)

+N
M∑
i=0

an−iZIF (ω − (n− pi)ωLO)IS,sum(ω, n, i),

(A.8)

VS,n,−(ω + nωLO)

= R′
SIS,n,−(ω + nωLO)

+N
M∑
i=0

a−(n−i)ZIF (ω + (n− pi)ωLO)IS,sum(ω,−n, i),

(A.9)
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where IS,sum(ω, n, i) is a weighted currents sum corresponding to the ZL at pi-th LO harmonic:

IS,sum(ω, n, i) =
∞∑

k=−∞

aNk−n+iIs,−(Nk−n),+(ω − nωLO). (A.10)

Also, in (A.8) and (A.9), Vs,n,±(ω) = Vs,1,±(ω) when n = 1; otherwise, Vs,n,±(ω) = 0. Let us

focus on (A.8) only as vS(t) and iS(t) are real signals and hence VS,n,−(ω) = V ∗
S,−n,−(−ω) and

IS,n,−(ω) = I∗S,−n,−(−ω).

In (A.8), the weighted currents sum IS,sum(ω, n, i) is evidently periodic with respect to n

with a period of N . Hence, we may replace n in (A.8) with n = −(Nk − n). Also, making a

notation change of ω − nωLO = ω, (A.8) becomes

VS,−(Nk−n),+(ω)

= R′
SIS,−(Nk−n),+(ω)+

N
M∑
i=0

a−(Nk−n+i)ZIF (ω + iωLO)IS,sum(ω + nωLO, n, i).

(A.11)

Multiplying both sides of (A.11) by aNk−n+i and then taking the summation over entire

integer values of k leads to:

a−1+iVS,1,+(ω)

= R′
SIS,sum(ω + nωLO, n, i) +N

∞∑
k=−∞

aNk−n+i×

M∑
i=0

a−(Nk−n+i)ZIF (ω + iωLO)IS,sum(ω + nωLO, n, i).

(A.12)

Using (A.12) and substituting i from 0 to M results in a matrix equation given as

[R′
sI+ ZM] IS,sum = Vs,1,+(ω)a, (A.13)

where I is an identity matrix of size M + 1, the i-th row and j-th column element of

(M + 1)-by-(M + 1) matrix ZM is

Zm,i,j = ZL(ω + jfLO)
∞∑

k=−∞

a−(Nk−n+i)a−(Nk−n+j)

,
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IS,sum(n, ω) = [IS,sum(ω + nωLO, n, 0), IS,sum(ω + nωLO, n, 1),

. . . , IS,sum(ω + nωLO, n,M)]T
(A.14)

and

a = [a−1, a0, . . . , aM−1]
T

.

Dividing both sides of (A.13) by Vs,1,+(ω) results in (2.6). Finally, by letting n=1 and

replacing ω with ω − ωLO in (A.12), the input impedance can be expressed as in (2.4).

When there are two controlled impedance peaks in ZL(ω), (2.4) can be solved analytically

and the result is given in (A.15). In (A.15), Rsh,p = (RS +RSW ) Nγp
1−Nγp

, ZL,p=ZL(ωS + pωLO),

N is the number of paths,

γp =
sinc2(pπ/N)

N

,

G0 =
sinc( π

N
)sinc( p

N
π)

N2

and

Gs =
∞∑

k=−∞

sinc(Nk−1
N

π)sinc(Nk+p
N

π)

N2

.

Zin,2peaks

= RSW +
γ−1ZL,−1 + γpZL,p +

γ−1ZL,−1γpZL,p

Rsh,p||Rsh,−1
+

2N2G0ZL,−1ZL,p

RSW+RS
(G0 −Gs)

1 +
γ−1ZL,−1

Rsh,−1
+

γpZL,p

Rsh,p
+

γ−1ZL,−1γpZL,p

Rsh,pRsh,−1
− N2ZL,−1ZL,p

(RSW+RS)2
(G0 −Gs)2

(A.15)

125



Appendix B

Frequency Planning for Optimal IF

Frequency Selection for

Super-heterodyne Architectures

This appendix chapter discusses about the logic behind choosing intermediate frequency fIF

which sets the center frequency of acoustic bandpass filter when desired RF tuning range is

given in super-heterodyne receiver architectures [152]. Consider the scenario where RF signal

frequency fS ∈ [fS,L, fS,U ] where upper and lower bounds of tuning range is defined as fS,U

and fS,L respectively. Now, tuning range amount ∆fS is given as:

∆fS = fS,U − fS,L (B.1)

While we want to maximize our signal tuning range, there is image signal band that

would limit the RF signal range because it would be indistinguishable if two bands, signal

and image bands, overlap in spectral domain. Therefore, let us consider the case where we

want to down-convert the RF signals sitting at upper side via LO signal fLO while image

band sits at lower side of fLO; thus, image signal frequency is given as fIM = |fS − 2fIF |.
Notice that fIM ≤ fS always holds and following optimization goal can be set.

• Maximize ∆fS while image band does not overlap with signal bands

↔ maximize ∆fS such that max(fIM) is minimized.

↔ f ∗
IF = argmin

fIF

(
max

fS∈[fS,U ,fS,L]
|fIM |

)
= argmin

fIF

(
max

fS∈[fS,U ,fS,L]
|fS − 2fIF |

)
(B.2)

From now, we prove that there exists unique analytical solution f ∗
IF and apply these

values for determining our IF frequencies.
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First, let us expand the inner maximize operator part.

max
fS∈[fS,U ,fS,L]

|fS − 2fIF | = max(|fS,L − 2fIF |, |fS,U − 2fIF |)

= max(|fS,L − 2fIF |2, |fS,U − 2fIF |2)

=
1

2

(
(fS,L − 2fIF )

2 + (fS,U − 2fIF )
2 + |fS,L + fS,U − 4fIF )(fS,L − fS,U)|

)
=

(∣∣∣∣2fIF − fS,L + fS,U
2

∣∣∣∣+ |fS,L − fS,U |
2

)2

≥
∣∣∣∣2fIF − fS,L + fS,U

2

∣∣∣∣2
(B.3)

Therefore, original objective equation (B.2) can be rewritten as follows yielding analytical

solution to this ranged optimization problem.

f ∗
IF = argmin

fIF

(
max

fS∈[fS,U ,fS,L]
|fS − 2fIF |

)
= argmin

fIF

∣∣∣∣2fIF − fS,L + fS,U
2

∣∣∣∣2
=

fS,L + fS,U
4

(B.4)

Now, by inserting optimal IF frequency value f ∗
IF into equation (B.3) gives the condition

below.

max
fS∈[fS,U ,fS,L]

|fS − 2f ∗
IF | =

fS,U − fS,L
2

=
∆fS
2

≤ fS,L

(B.5)

Therefore, in order to maximize RF tuning range ∆fS, it can only be maximized subject

to ∆fS ≤ 2fS,L. in summary, optimal frequency planning condition to maximize Rf tuning

range while avoiding collision with image band is given as (B.4) and (B.5).

As an example, for the target design RF tuning range of fS ∈ [2.5, 4.5] GHz, f ∗
IF = 1.75

GHz, and 1.6 GHz off-the-shelf SAW acoustic filter is selected in Chapter 2. Similarly, for

fS ∈ [3.5, 6.5] GHz, f ∗
IF = 2.5 GHz, and 2.6 GHz off-the-shelf BAW acoustic filter is selected

in Chapter 3.
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